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LIFE SUPPORT POLICY

Pericom Semiconductor Corporatisrproducts are not authorized for use ascafitomponents in life support devices or systeinless a
specific written agreement pertaining to such intended wseeisuted between the manufaetuand an officer of PSC.

1) Life support devices or system are devices or systems which:
a) Are intended for surgical implant into the body or
b)  Support or sustain life andhase failure to perform, when properly use@atordance with instructions for use providethia
labeling, can be reasonably expected suiltdn a significant ijury to the user.

2) Acritical component is any component of a life support demigystem whose failure to perfn can be reasonably expectectause
the failure of the life support device or system, or to affectafety or effectivenes®ericom Semiconductor Corporatimserves the
right to make changes to its products or specifications airaey without notice, in order tionprove design or performaneed to
supply the best possible product. Pericom Semiconductor doassushe any responsibility for use of any circuitry describieer
than the circuitry embodied in a Pericom Semiconductor prodimt. Company makes no representations that circuitry described
herein is free from patent infringement or other rights ofitharties which may result from its use. No license is granted
implication or otherwise under any patepatent rights or other rights, BEricom Semiconductor Corporation.

All other trademarks are of their respective companies.
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REVISION HISTORY

DATE REVISION NUMBER DESCRIPTION

11-13-2003 0.01 First Draft of Datasheet

03-04-2004 0.02 First release of datasheet

03-24-2004 0.03 Corrected reference to the @&nnter register in section 2.5.3 from

offset 78h to offset 88h.

Corrected reference to the chip control register in section 2.5.4 ffom
offset 40h to offset 44h.

Changed/revised pin deggtions for P_CLKRUN# and
S_CLKRUN# in section 1.2.3.

Changed pin descriptions for SCAN_EN and SCAN_TM# in section
1.2.4.

Revised pin description for LOO pin in section
05-07-2004 1.00 Added Power consumption aggkf data

Initial release of the datasheet to the web
03-20-2007 1.01 Removelutions@pericom.comontact information

Removed “Advance Information” from headers

PREFACE

The PI7C8140A datasheet will be enhanced periodically when updated information is available. Thetechnical
information in this datasheet is subject to change without notice. This document describes the functionalities of
PI7C8140A and provides technical information for designersto design their hardware using PI7C8140A.
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INTRODUCTION

Product Description

The PI7C8140A is Pericom Semicamtior's PCI-to-PCl Bridge, designed to be fully compliant with

the 32-bit, 66MHz implementation of tREI Local Bus Specification, Revision 2.2. The PI7C8140A
supports synchronous bus transactions between devices on the Primary Bus and the Secondary Buses
operating up to 66MHz. Both primary and secopdarses must operate at the same frequency. The
primary and secondary buses can also operate iugent mode, resulting in added increase in system
performance.

Product Features
= 32-bit Primary and Secondary Ports run up to 66MHz
=  Compliant with thePCl Local Bus Specification, Revision 2.2
=  Compliant withPClI-to-PCI Bridge Architecture Specification, Revision 1.1
- All'l/O and memory commands
- Type 1to Type 0 configuration conversion
- Type 1to Type 1 configuration forwarding
- Type 1 configuration write tepecial cycle conversion
=  Compliant with theAdvanced Configuration Power Interface (ACPI)
=  Compliant with theé?Cl Power Management Specification, Revision 1.1.
Provides internal arbitration fdour secondary bus masters
- Programmable 2-level priority arbiter
PCI Clockrun support
Supports posted write buffers in all directions
Four 128 byte FIFO's for delay transactions
Two 128 byte FIFQO’s for posted memory transactions
Enhanced address decoding
32-bit I/O address range
32-bit memory-mapped I/O address range
64-bit prefetchable address range
Extended commercial temperature range 0°C to 85°C
3.3V and 5V signaling
128-pin QFP package
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1 SIGNAL DEFINITIONS

1.1 SIGNAL TYPES

SIGNAL TYPE DESCRIPTION
| Input only
@) Outputonly
P Power
TS Tri-statebi-directional
STS Sustained tri-state. Active LOW signal must be pulled HIGH for 1 cycle
when deasserting.
oD OpenDrain
1.2 SIGNALS

Signals that end with “#” are active LOW.

1.2.1 PRIMARY BUS INTERFACE SIGNALS

Name PinNumber Type | Description

P_AD[31:0] 121, 122,123, 124, TS | Primary Address / Data: Multiplexed address and data bus.
125, 126, 127, 2, 5, 6, Address is indicated by P_FRAR# assertion. Write data is
7,8,9,10, 12, 13, 25, stable and valid when P_IRDY#asserted and read data is
26, 27, 28, 30, 31, 32, stable and valid when P_TRDY#asserted. Data is transferred
33, 35, 36, 37, 40, 41, on rising clock edges when both P_IRDY# and P_TRDY# are
42,43, 44 asserted. During bus idle, PI7C8140A drives P_AD to a valid

logic level when P_GNT# is asserted.
P_CBE#[3:0] 3,14, 24,34 TS| Primary Command/Byte Enables:Multiplexed command field

and byte enable field. Duringldress phase, the initiator drives
the transaction type on these piAter that, thenitiator drives
the byte enables during data phases. During bus idle, PI7C81L40A
drives P_CBE#[3:0] to a valid logic level when P_GNT# is
asserted.

P_PAR 23 TS | Primary Parity. Parity is even across P_AD[31:0],
P_CBE#[3:0], and P_PAR (i.e. an even number of 1's). P_PAR
is an input and is valid andadle one cycle after the address
phase (indicated by assertion of P_FRAME#) for address parity.
For write data phases, P_PARaisinput and is valid one clock
after P_IRDY# is asserted. Faad data phase, P_PAR is an
output and is valid one clock after P_TRDY# is asserted. Signal
P_PAR is tri-stated one cycle after the P_AD lines are tri-stated.
During bus idle, PI7C8140A drives P_PAR to a valid logic level
when P_GNT# is asserted.

P_FRAME# 15 STS| Primary FRAME (Active LOW). Driven by the initiator of a
transaction to indicate the beginning and duration of an access.
The de-assertion of P_FRAME# indicates the final data phas|
requested by the initiator. Befdbeing tri-stated, it is driven to
a de-asserted state for one cycle.

P_IRDY# 16 STS| Primary IRDY (Active LOW). Driven by tte initiator of a
transaction to indicate its ability to complete current data phase
on the primary side. Once asserte@ data phase, it is not de-
asserted until the end of the dptaase. Before tri-stated, it is
driven to a de-asserted state for one cycle.

[]
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Name PinNumber Type | Description

P_TRDY# 17 STS| Primary TRDY (Active LOW). Driven by the target of a
transaction to indicate its ability to complete current data phase
on the primary side. Once asserie@ data phase, it is not de-
asserted until the end of the datease. Before tri-stated, it is
driven to a de-asserted state for one cycle.

P_DEVSEL# 18 STS| Primary Device Select (Active LOW). Asserted by the target
indicating that the device is accepting the transaction. As a
master, PI7C8140A waits for the assertion of this signal within 5
cycles of P_FRAME# assertion; otherwise, terminate with
master abort. Before tri-stated, it is driven to a de-asserted state
for one cycle.

P_STOP# 19 I | Primary STOP (Active LOW). Asserted by the target
indicating that the target isqaesting the initiatoto stop the
current transaction. Before tri-gtal it is driven to a de-asserte
state for one cycle.

P_IDSEL 4 | Primary ID Select. Used as a chip select line for Type 0
configuration access to PIBC40A configuration space.
P_PERR# 21 STS| Primary Parity Error (Active LOW). Asserted when a data

parity error is detected for data received on the primary interface.
Before being tri-stated, it is dew to a de-asserted state for ong
cycle.
P_SERR# 22 OD| Primary System Error (Active LOW). Can be driven LOW by
any device to indicate a system error condition. PI7C8140A
drives this pin on:

. Address parity error

Posted write data piéy error on target bus

Secondary S_SERR# asserted

Master abort during posted write transaction

Target abort during posted write transaction

Posted write transaction discarded

Delayed write request discarded

Delayed read request discarded

Delayed transaction master timeout

This signal requires an external pull-up resistor for proper
operation.

P_REQ# 119 TS | Primary Request (Active LOW): This is asserted by
PI7C8140A to indicate that it wants to start a transaction on the
primary bus. PI17C8140A de-asserts this pin for at least 2 PGl
clock cycles before asserting it again.
P_GNT# 118 | Primary Grant (Active LOW): When asserted, PI7C8140A can
access the primary bus. During idle and P_GNT# asserted,
P17C8140A will drive P_AD, P_CBEand P_PAR to valid logic
levels.

P_RST# 116 | Primary RESET (Active LOW): When P_RST# is active, all
PCI signals should be asynchronously tri-stated.

1.2.2 SECONDARY BUS INTERFACE SIGNALS

Name PinNumber Type | Description
S_ADI[31:0] 95,94,92,91,90,89, TS | Secondary Address/DataMultiplexed address and data bus.
88, 87, 85, 83, 82, 81}, Address is indicated by S_FRAME#sertion. Write data is
80, 79, 78, 77, 63, 62, stable and valid when S_IRDY#asserted and read data is
61, 60, 59, 57, 56, 55| stable and valid when S_TRDY#asserted. Data is transferred
53, 52, 51, 50, 48, 47|, on rising clock edges when both S_IRDY# and S_TRDY# are
46, 45 asserted. During bus idle, PI7C8140A drives S_AD to a vali
logic level when S_GNT# is asserted respectively.
S_CBE#[3:0] 86, 76, 66, 54 TS| Secondary Command/Byte EnablesMultiplexed command
field and byte enable fieldDuring address phase, the initiator
drives the transaction type timese pins. The initiator then
drives the byte enables during data phases. During bus idle,
PI17C8140A drives S_CBE#[3:0] to a valid logic level when the
internal grant is asserted.
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Name PinNumber Type | Description

S _PAR 67 TS | Secondary Parity: Parity is even across S_AD[31:0],
S_CBE#[3:0], and S_PAR (i.e. an even number of 1's). S_PAR
is an input and is valid andadtie one cycle after the address
phase (indicated by assertion of S_FRAME#) for address parity.
For write data phases, S_PARaisinput and is valid one clock
after S_IRDY# is asserted. Faad data phase, S_PAR is an
output and is valid one clock after S_TRDY# is asserted. Signal
S_PAR is tri-stated one cycle after the S_AD lines are tri-stated.
During bus idle, PI7C8140A drives S_PAR to a valid logic level
when the internajrant is asserted.

S_FRAME# 74 STS| Secondary FRAME (Active LOW): Driven by tfe initiator of a
transaction to indicate the beginning and duration of an access.
The de-assertion of S_FRAME# indicates the final data phasge
requested by the initiator. Befdoeing tri-stated, it is driven to
a de-asserted state for one cycle.

S_IRDY# 73 STS| Secondary IRDY (Active LOW): Driven by the initiator of a
transaction to indicate its ability to complete current data phase
on the secondary side. Once agskih a data phase, it is not d
asserted until the end of the dptaase. Before tri-stated, it is
driven to a de-asserted state for one cycle.

S_TRDY# 72 STS| Secondary TRDY (Active LOW): Driven by the target of a
transaction to indicate its ability to complete current data phase
on the secondary side. Once agbih a data phase, it is not de
asserted until the end of the datease. Before tri-stated, it is
driven to a de-asserted state for one cycle.

S DEVSEL# 71 STS| Secondary Device Select (Active LOW)Asserted by the targe
indicating that the device is accepting the transaction. As a
master, PI7C8140A waits for the assertion of this signal within 5
cycles of S_FRAME# assertion; otherwise, terminate with
master abort. Before tri-stated, it is driven to a de-asserted state
for one cycle.

S _STOP# 70 STS| Secondary STOP (Active LOW):Asserted by the target
indicating that the target isqaesting the initiatoto stop the
current transaction. Before tri-stal, it is driven to a de-assertedl
state for one cycle.

S_PERR# 69 STS| Secondary Parity BEror (Active LOW): Asserted when a data
parity error is detected for data received on the secondary
interface. Before being tri-stated, it is driven to a de-asserted
state for one cycle.

[
v

S _SERR# 68 I | Secondary System Error (Active LOW):Can be driven LOW
by any device to indicate a system error condition.
S _REQ#[3:0] 99, 98, 97, 96 I | Secondary Request (Active LOW):This is asserted by an

external device to indicate that it wants to start a transaction pn

the secondary bus. The input is externally pulled up through

resistor to VDD.

S _GNT#[3:0] 104, 103, 101, 100 TS Secondary Grant (Active LOW): PI7C8140A asserts these

pins to allow external masters to access the secondary bus.

P17C8140A de-asserts these pins for at least 2 PCI clock cydles

before asserting it again. During idle and S_GNT# deasserted,

PI7C8140A will drive S_AD, S CBE, and S_PAR.

S RST# 105 O | Secondary RESET (Active LOW): Asserted when any of the

following conditions are met:

1. Signal P_RESET# is asserted.

2. Secondary reset bit inibge control register in
configuration space is set.

When asserted, all control signal® tri-stated and zeroes are

drivenon S_AD, S_CBE, and S_PAR.

o]
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1.2.3 CLOCK SIGNALS

Name PinNumber Type | Description

P_CLK 117 | Primary Clock Input: Provides timing for all transactions on
the primary interface.

S_CLKOUTI[3:0] 110, 109, 108, 107 0| Secondary Clock Output: Provides secondary clocks phase
synchronous with the P_CLK.

P_CLKRUN# 115 TS | Primary Clock Run: Allows main system to stop the primary

clock based on the specifications in B Mobile Design
Guide, Revision 1.0. If unused, this pin should be tied to ground
to signify that P_CLK is always running.

S_CLKRUN# 112 TS | Secondary Clock Run:Allows main system to slow down or
stop the secondary clock and is controlled by the primary or
bit[4] offset 6Fh. If the secondary devices do not support
CLKRUN, this pin should be pulled LOW by a 300 ohm resistor.

1.2.4 MISCELLANEOUS SIGNALS

Name PinNumber Type | Description

ENUM# 113 (0] Hot Swap Status Indicator: The output of ENUM# indicates td
the system that an insertion lecurred or that an extraction is
about to occur.

LOO 114 1/0 | Hot Swap LED: The output of this pin lights an LED to indicate
insertion or removal ready status. This pin may also be used|as a
input or detect pin. Every 500us, the pin tri-states for 8 primafy
PCI clock cycles to sample the status.

SCAN_TM# 65 | Full-Scan Test Mode Enablefor normal operation, pull
SCAN_TM# to HIGH. Manufacturing test pin.
SCAN_EN 106 I/O | Full-Scan Enable Control: For normal operation, SCAN_TM#

should be pulled HIGH and SCAN_EN becomes an output wjth
logic 0. Manufacturing test pin.

1.2.5 POWER AND GROUND

Name PinNumber Type | Description

VDD 1, 20, 39, 58, 84,102, P Power: 3.3V power
120

VSS 11, 29, 38,49,64,7%, P Ground
93,111, 128
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1.3 PINLIST —128-PIN QFP

Pin Number Name Type Pin Number Name Type
1 VDD P 2 P_AD[24] TS
3 P_CBE#[3] TS 4 P_IDSEL |
5 P_ADI[23] TS 6 P_AD[22] TS
7 P_AD[21] TS 8 P_AD[20] TS
9 P_AD[19] TS 10 P_AD[18] TS
11 VSS P 12 P_AD[17] TS
13 P_AD[16] TS 14 P_CBE#[2] TS
15 P_FRAME# STS 16 P_IRDY# STS
17 T_RDY# STS 18 P_DEVSEL# STS
19 P_STOP# | 20 VDD P
21 P_PERR# STS 22 P_SERR# oD
23 P_PAR TS 24 P_CBE#[1] TS
25 P_AD[15] TS 26 P_AD[14] TS
27 P_AD[13] TS 28 P_AD[12] TS
29 VSS P 30 P_ADJ[11] TS
31 P_AD[10] TS 32 P_AD[9] TS
33 P_AD[8] TS 34 P_CBE#[0] TS
35 P_AD[7] TS 36 P_AD[6] TS
37 P_AD[5] TS 38 VSS P
39 VDD P 40 P_AD[4] TS
41 P_AD[3] TS 42 P_AD[2] TS
43 P_ADI[1] TS 44 P_ADI0] TS
45 S_AD|0] TS 46 S_AD[1] TS
47 S_AD[2] TS 48 S_AD[3] TS
49 VSS P 50 S_AD[4] TS
51 S_AD[5] TS 52 S_AD[6] TS
53 S_AD[7] TS 54 S_CBE#[0] TS
55 S_AD[8] TS 56 S_AD[9] TS
57 S_AD[10] TS 58 VDD P
59 S_AD[11] TS 60 S_AD[12] TS
61 S_AD[13] TS 62 S_AD[14] TS
63 S_AD[15] TS 64 VSS P
65 SCAN_TM# | 66 S_CBE#[1] TS
67 S_PAR TS 68 S_SERR# |
69 S_PERR# STS 70 S_STOP# STS
71 S_DEVSEL# STS 72 S_TRDY# STS
73 S_IRDY# STS 74 S_FRAME# STS
75 VSS P 76 S_CBE#[2] TS
77 S_ADI[16] TS 78 S_AD[17] TS
79 S_AD[18] TS 80 S_AD[19] TS
81 S_AD[20] TS 82 S_AD[21] TS
83 S_AD[22] TS 84 VDD P
85 S_AD[23] TS 86 S_CBE#[3] TS
87 S_AD[24] TS 88 S_AD[25] TS
89 S_AD[26] TS 90 S_AD[27] TS
91 S_AD[28] TS 92 S_AD[29] TS
93 VSS P 94 S_AD[30] TS
95 S_AD[31] TS 96 S_REQ#[0] |
97 S_REQ#[1] | 98 S_REQ#[2] [
99 S_REQ#[3] [ 100 S_GNTH#[0] TS
101 S_GNT#[1] TS 102 VDD P
103 S_GNT#[2] TS 104 S_GNT#[3] TS
105 S_RST# ) 106 SCAN_EN 110
107 S_CLKOUT[O] ¢} 108 S_CLKOUT[1] )
109 S_CLKOUT[2] ¢} 110 S_CLKOUT[3] 0]
111 VSS P 112 S_CLKRUN# TS
113 ENUM# O 114 LOO /0
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Pin Number Name Type Pin Number Name Type
115 P_CLKRUN# TS 116 P_RST# |
117 P_CLK | 118 P_GNT# |
119 P_REQ# TS 120 VDD P
121 P_AD[31] TS 122 P_ADI[30] TS
123 P_AD[29] TS 124 P_AD[28] TS
125 P_AD[27] TS 126 P_AD[26] TS
127 P_AD[25] TS 128 VSS P

PCl BUS OPERATION

This Chapter offers information about PCI trariges, transaction forwarding across the bridge, and
transaction termination. The bridge has two 128-byte FIFO'’s for buffering of upstream and
downstream transactions. These hold addredats, commands, and byte enables that are used for
write transactions. The bridge also has an additfona 128-byte FIFO's that hold addresses, data,

commands, and byte enables for read transactions.

TYPES OF TRANSACTIONS

This section provides a summary of PCI transactions performed by the brialgle. 2-1lists the

command code and name of each PCI transaction. The Master and Target columns indicate support for
each transaction when the bridge initiates transactissmaster, on the primary (P) and secondary (S)
buses, and when the bridge responds to transaetioasarget, on the primary (P) and secondary (S)

buses.

Table 2-1. PCI Transactions

Types of Transactions Initiatesas Master Responds as Target
Primary Secondary Primary Secondary

0000 InterrupfAcknowledge N N N N

0001 SpeciaCycle Y Y N N

0010 I/ORead Y Y Y Y

0011 I/OWrite Y Y Y Y

0100 Reserved N N N N

0101 Reserved N N N N

0110 MemoryRead Y Y Y Y

0111 MemoryWrite Y Y Y Y

1000 Reserved N N N N

1001 Reserved N N N N

1010 ConfiguratiorRead N Y Y N

1011 Configuration Write Y (Type 1 only) Y Y Y (Type 1 only)|

1100 Memory Read Multiple Y Y Y Y

1101 Dual Address Cycle Y Y Y Y

1110 Memory Read Line Y Y Y Y

1111 Memory Write and Invalidate Y Y Y Y

As indicated inTable 2-1 the following PCI commands are not supported by the bridge:

= The bridge never initiates a PCI transaction with a reserved command code and, as a target, the

bridge ignores reserved command codes.

= The bridge does not generate interrupt acknowledge transactions. The bridge ignores interrupt

acknowledge transactions as a target.
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= The bridge does not respondstzecial cycle transactions. Thedge cannot guarantee delivery of
a special cycle transaction to downstream busesibec# the broadcast nadlof the special cycle
command and the inability to control the transaction as a target. To generate special cycle
transactions on other PCI buses, either upstream or downstream, Type 1 configuratiowstrite
be used.

= The bridge neither generates Type 0 configuration transactions on the primary PCI bus nor
responds to Type 0 configuration transactions on the secondary PCI buses.

2.2 SINGLE ADDRESS PHASE

A 32-bit address uses a single address phase. This address is driven on P_AD[31:0], and the bus
command is driven on P_CBE[3:0]. The bridge supports the linear increment address mode only, which
is indicated when the lowest two address bits are equalro. If either of the lowest two address bits is
nonzero, the bridge automatically disconndleéstransaction after ¢first data transfer.

2.3 DEVICE SELECT (DEVSEL#) GENERATION

The bridge always performs positive address degp@ihedium decode) when accepting transactions
on either the primary or secondary buses. The bridge never does subtractive decode.

2.4 DATA PHASE

The address phase of a PCI transaction is folldwyeshe or more data phases. A data phase is
completed when IRDY# and either TRDY# or STOR#t asserted. A transfer of data occurs only

when both IRDY# and TRDY# are asserted during the same PCI clock cycle. The last data phase of a
transaction is indicated when FRAME# is de-assktand both TRDY# and IRDY# are asserted, or

when IRDY# and STOP# are asserted. See Se2i@for further discussion of transaction termination.

Depending on the command type, the bridge capart multiple data phase PCI transactions. For
detailed descriptions of how the bridge imposes disconnect boundaries, see Sggetion write
address boundaries and Sectod.4read address boundaries.

2.5 WRITE TRANSACTIONS

Write transactions are treated as eithest@wd write or delayed write transactiof&able 2-2shows the
method of forwarding used ferach type of write operation.

Table 2-2. Write Transaction Forwarding

Type of Transaction Type of Forwarding

Memory Write Posted (except VGA memory)
Memory Write and Invalidate Posted

Memory Write to VGA memory Delayed

I/0O Write Delayed

Type 1 Configuration Write Delayed
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25.2

MEMORY WRITE TRANSACTIONS

Posted write forwarding is used for “Memory Write” and “Memory Write and Invalidate” transactions.

When the bridge determines that a memory wréadaction is to be forwarded across the bridge, the
bridge asserts DEVSEL# with medium timing and TRDY# in the next cycle, provided thatenoug

buffer space is available in the posted memory write queue for the address and at least one DWORD of
data. Under this condition, the bridge accepts writa déthout obtaining access the target bus. The

bridge can accept one DWORD of writata every PCI clock cycle. That is, no target wait state is
inserted. The write data is stored in an internalgubsirite buffers and is subsequently delivered to the
target. The bridge continues to accept wddéa until one of the flmwing events occurs:

= The initiator terminates the transactioy de-asserting FRAME# and IRDY#.

= Aninternal write address boundasyreached, such as a cache line boundary or an aligned 4KB
boundary, depending on the transaction type.

= The posted write data buffer fills up.

When one of the last two events occurs, the bridge returns a target disconnect to the requesting initiator
on this data phase to terminate the transaction.

Once the posted write data moves to the headegbdisted data queue, the bridge asserts its request on
the target bus. This can occurilgtthe bridge is still receiving tkaon the initiatobus. When the

grant for the target bus is received and the targeishaetected in the idle condition, the bridge asserts
FRAME# and drives the stored write address out ertalget bus. On the follang cycle, the bridge

drives the first DWORD of write data and contés to transfer write tauntil all write data

corresponding to thatansaction is delivered, or until a targetiaation is received. As long as write
data exists in the queue, the bridge can drive on©BY of write data each RClock cycle; that is,

no master wait states are inserted. If write daflawang through the bridge and the initiator stalls, the
bridge will signal the last data phase for the current transaction at the target bus if the queue empties.
The bridge will restart the follow-on transactions if the queue has new data.

The bridge ends the transaction on the target bus when one of the following conditions is met:

= All posted write data has been delivered to the target.

= The target returns a target disconnect or targst (#te bridge starts another transaction to deliver
the rest of the write data).

= The target returns a target abort (tinglge discards remaining write data).

= The master latency timer expires, and the bridge no longer has the target bus grant (the bridge starts
another transaction to deliver remaining write data).

Section2.8.3.2provides detailed information about hove thridge responds to target termination
during posted write transactions.

MEMORY WRITE AND INVALIDATE

Posted write forwarding is used for Mery Write and Invalidate transactions.

If offset 74h bits [8:7] = 11, the bridge disconnects Memory Write and Invalidate commatzalamed
cache line boundaries. Thecta line size value in the cache Isiee register gives the number of
DWORD in a cache line.

07-0067

Page 18 of 82
March 20, 2007 — Revision 1.01



@ PI7C8140A
PB?ICDM 2-PORT PCI-TO-PCI BRIDGE

The Complete Interface Solution

253

If offset 74h bits [8:7] = 00, the bridge converts Memory Write and Invalidate transactions to Memory
Write transactions at the destination.

If the value in the cache line size register doestrthe memory write and invalidate conditions, the
bridge returns a target disconnect to the initiator on a cache line boundary.

DELAYED WRITE TRANSACTIONS

Delayed write forwarding is used for /O write tranBons and Type 1 configation write transactions.

A delayed write transaction guarantees that the actual target response is returned back to the initiator
without holding the initiating bus in wait states.délayed write transaction is limited to a single
DWORD data transfer.

When a write transaction is first detected onitfittator bus, and the bridge forwards it as a delayed
transaction, the bridge claims the access byrtisg®EVSEL# and returns a target retry to the

initiator. During the address phase, the bridge $esrthe bus command, address, and address parity
one cycle later. After IRDY# is asserted, the bridfgm samples the first data DWORD, byte enable
bits, and data parity. This information is placei ithe delayed transactigueue. The transaction is
gueued only if no other existing delayed transactions have the same address and command, and if the
delayed transaction queue is not full. When tHayeel write transaction moves to the head of the
delayed transaction queue and all ordering constnaittigoosted data are satisfied. The bridge initiates
the transaction on the target bdshe bridge transfers the write datahe target. If the bridge receives

a target retry in response to the write transadaiiothe target bus, it continues to repeat the write
transaction until the data transfer is commlets until an error condition is encountered.

If the bridge is unable to deliver write data aftér(@efault) or 3° (maximum) attempts, the bridge will
report a system error. The bridgso asserts P_SERR# if the primary SERR# enable bit is set in the
command register. See Sectmd for information on the assertion of P_SERR#. When the initiator
repeats the same write transaction (same command, address, byte enable bits, and data), and the
completed delayed transaction is at the headeofjtieue, the bridge claims the access by asserting
DEVSEL# and returns TRDY# to the initiator, to indicate that the write data was transferred. If the
initiator requests multiple DWORD, the bridge@hsserts STOP# in conjunction with TRDY# to
signal a target disconnect. Note that only thoseshytevrite data with valid byte enable bits are
compared. If any of the by enable bits are turned off (driveEihGH), the corresponding byte of write
data is not compared.

If the initiator repeats the write transaction beforedaita has been transferred to the target, the bridge
returns a target retry to the initiator. The bridge continues to return a target retry to the initiator until
write data is delivered to the target, or untilearor condition is encountered. When the write
transaction is repeated, the bridge does not raaiew entry into the delayed transaction queue.
Section2.8.3.1provides detailed information about hove thridge responds to target termination
during delayed write transactions.

The bridge implements a discard timer that starts counting when the delayed write completion is at the
head of the delayed transaction completion queueiriitied value of this timer can be set to the retry
counter register offset 88h.

If the initiator does not repeat the delayed write transaction before the discard timer expires, the bridge
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254

255

2.5.6

2.6

discards the delayed write completion from the delayed transaction completion quebedgb also
conditionally asserts P_SERR# (see Sediidh

WRITE TRANSACTION BOUNDARIES

The bridge imposes internal address boundawiesn accepting write data. The aligned address
boundaries are used to prevent the bridge from continuing a transaction over a device addrags bound
and to provide an upper limit on maximum latency. The bridge returns a target disconnect to the
initiator when it reaches the aligned agkl boundaries under conditions showihable 2-3

Table 2-3. Write Transaction Disconnect Address Boundaries

Type of Transaction Condition Aligned Address Boundary

Delayed Write All Disconnectsfter one data transfer

Posted Memory Write Memory write disconnect control bif= § 4KB aligned address boundary

Posted Memory Write Memory write disconnect control bif 1 Disconnects at cache line boundary

Posted Memory Write and Cache line size 1, 2, 4, 8, 16 4KB aligned address boundary

Invalidate

Posted Memory Write and Cache line size =1, 2, 4, 8, 16 Cache line boundary if posted memoty

Invalidate write data FIFO does not have enough
space for the cache line

Note 1. Memory write disconnect control bit is bit 1 of the chip control registeffa¢t 44h in the configuration space.

BUFFERING MULTIPLE WRITE TRANSACTIONS

The bridge continues to accept posted memory Watesactions as long as space for at least one
DWORD of data in the posted write data buffer remmalfithe posted write data buffer fills before the
initiator terminates the write transaction, the bridge returns a target disconnect to the initiator.

Delayed write transactions are posted as long lassttone open entry in the delayed transaction queue
exists. Therefore, several posted aelayed write transactions can exist in data buffers at the same
time. See Chaptérfor information about how multiple past and delayed write transactions are
ordered.

FAST BACK-TO-BACK TRANSACTIONS

The bridge can recognize and post fast back-to-bait& transactions. When the bridge cannot accept

the second transaction because of buffer space fiomiga it returns a target retry to the initiator. The

fast back-to-back enable bit must be set in the command register for upstream write transactions, and in
the bridge control register for downstream write transactions.

READ TRANSACTIONS

Delayed read forwarding is used fdt read transactions crossing the bridge. Delayed read transactions
are treated as either prafleaible or norprefetchableTable 2-5shows the read behavior, prefetchable
or non-prefetchable, for eatype of read operation.
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2.6.1 PREFETCHABLE READ TRANSACTIONS

A prefetchable read transaction is a read tretien where the bridge performs speculative DWORD
reads, transferring data from theget before it is requested from the initiator. This behavior allows a
prefetchable read transaction tosist of multiple data transfers. Wever, byte enable bits cannot be
forwarded for all data phases as is done fosthgle data phase of the non-prefetchable read
transaction. For prefetchable reaahsactions, the bridge forces all bgteble bits to be turned on for
all data phases.

Prefetchable behavior is used for memory reagldind memory read multiple transactions, as well as
for memory read transactions thall into prefetchable memory space.

The amount of data that is pre-fetched depends on the type of transaction. The amountalfipge-fet
may also be affected by the amount of free buffacemvailable in the bridge, and by any read address
boundaries encountered.

Pre-fetching should not be used for those read transactions that have side effects in the target device,
that is, control and status registers, FIFO's, and so on. The target device's base address register or
registers indicate if a memoagdress region is prefetchable.

2.6.2 DYNAMIC PREFETCHING CONTROL

For prefetchable reads described in the previoussethe prefetching length is normally predefined
and cannot be changed once it is set. This may cause some inefficiency as the prefetching length
determined could be larger or smaller than the &diata being prefetched. To make prefetching more
efficient, PI7C8140A incorporatel/namic prefetching control logic. This logic regulates the different
PCI memory read commands (MR — memory read, MRL — memory read line, and MRM — memory
read multiple) to improve memory read burst perforoea The bridge traclessery memory read burst
transaction and tallies the status. By using the siafioisnation, the bridgean determine to increase,
reduce, or keep the same cache limgtle to be prefetched. Over tithe bridge can better match the
correct cache line setting to the length of data bedggested. The dynamic prefetching control logic is
set with bits[3:2] offset 48h.

2.6.3 NON-PREFETCHABLE READ TRANSACTIONS

A non-prefetchable read transaction is a read transaction where the bridge requests one and only one
DWORD from the target and disconnects the initiafter delivery of the first DWORD of read data.
Unlike prefetchable read transactiptiee bridge forwards the read byte enable information for the data
phase.

Non-prefetchable behavior is used for 1/O and configuration read transactions, as watheséowy
read transactions that fall intmn-prefetchable memory space.

If extra read transactions could have sidect, for example, wheaccessing a FIFO, use non-
prefetchable read transactions to those locations. Alogydif it is important to retain the value of the
byte enable bits during the data phase, use non-prefetchable read transactions. If these doeati
mapped in memory space, use the memory read emchiend map the targeto non-prefetchable
(memory-mapped 1/0) memory space to use non-prefetching behavior.
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2.6.4 READ PREFETCH ADDRESS BOUNDARIES

2.6.5

The bridge imposes internal readleess boundaries on read pre-fetched data. When a read transaction
reaches one of these algd address boundaries, the bridge spopsetched data, unless the target

signals a target disconnect before the read pre-fetched boundary is reached. When the bridge finishes
transferring this read data to the initiator, it retlariarget disconnect with the last data transfer, unless
the initiator completes the transaction before alifptehed read data is delivered. Any leftover pre-
fetched data is discarded.

Prefetchable read transactions in flow-through mode pre-fetch to the nearest aligned 4KB address
boundary, or until the initiator de-asserts FRAME_L. Sedi@n7 describes flow-through mode during
read operations.

Table 2-4shows the read prefetch address boundaries for read transactions during non-flow-through
mode.

Table 2-4. Read Prefetch Address Boundaries

Type of Transaction Address Space Cache Line Size Prefetch Aligned Address Boundary

(CLS)
Configuration Read - * One DWORD (no prefetch)
I/0 Read - * One DWORD (no prefetch)
Memory Read Non-Prefetchable * One DWORD (no prefetch)
Memory Read Prefetchable CLS=0or16 16-DWORD aligned address bounddry
Memory Read Prefetchable CLS=1,24,_816 Cache line address boundary
Memory Read Line - CLS=0or16 16-DWORD aligned address boundar
Memory Read Line - CLS=1,2478 16 Cache line boundary
Memory Read Multiple - CLS=0o0r16 32-DWORD aligned address boundar

Memory Read Multiple - CLS=2,4,8,16 2X of cache line boundary
- does not matter if it is prefchable or non-prefetchable
* don't care

Table 2-5. Read Transaction Prefetching

Type of Transaction Read Behavior
I/0O Read Prefetching never allowed
Configuration Read Prefetching never allowed

Downstream: Prefetching usedhifidress is prefetchable space
Upstream: Prefetching used or programmable

Memory Read Line Prefetching always used

Memory Read Multiple Prefetching always used
See SectioB.3for detailed information about prefetdiie and non-prefetchable address spaces.

Memory Read

DELAYED READ REQUESTS

The bridge treats all read transactions as delsgedl transactions, which means that the read request
from the initiator is posted into a delayed transactjpeue. Read data fromettarget is placed in the
read data queue directed towdnd initiator bus interface and is tederred to the initiator when the
initiator repeats the read transaction.

When the bridge accepts a delayed read requesstiséimples the read address, read bus command,
and address parity. When IRDY# is asserted, the bridge then samples the byte enable bits for the first
data phase. This information is entered into the delayed transaction queue. The bridge terminates the
transaction by signaling a target retry to the initiatgon reception of the taggretry, the initiator is
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2.6.6

2.6.7

required to continue to repeat the same read traosamtil at least one data transfer is completed, or
until a target response (targebator master abort) other thartarget retry is received.

DELAYED READ COMPLETION WITH TARGET

When delayed read request reaches the head ofldyeddransaction queue, the bridge arbitrates for
the target bus and initiates the read transactioniballypreviously queued posted write transactions
have been delivered. The bridge uses the exact read address and read command captured from the
initiator during the initial delayed read request to inittae read transaction. If the read transaction is a
non-prefetchable read, the bridgévds the captured byte enable bits during the next cycle. If the
transaction is a prefetchable reaghsaction, it drives all byte enable bits to zero for all data phases. If
the bridge receives a target retry in responsedodgad transaction on the target bus, it continues to
repeat the read transaction until at least one datafar is completed, aintil an error condition is
encountered. If the transaction is terminated via nbrmaater termination or target disconnect after at
least one data transfer has been completed, the bridge does not initiate any further attempts to read more
data.

If the bridge is unable to obtain read data from the target &ftédefault) or 32 (maximum) attempts,
the bridge will report system error. The numbeatwémpts is programmable. The bridge also asserts
P_SERR# if the primary SERR# enable biés$ in the command register. See Sediidrior

information on the assertion of P_SERR#.

Once the bridge receives DEVSEL# and TRDY# fitbmtarget, it transfethe data read to the

opposite direction read data queue, pointing towledpposite inter-face, before terminating the
transaction. For example, read data in resptmaadownstream read transaction initiated on the
primary bus is placed in the upstream read dataejuehe bridge can accept one DWORD of read data
each PCI clock cycle; that is, nmaster wait states are insertedeTlumber of DWORD'’s transferred
during a delayed read transaction depends on the conditions giVablin2-4(assuming no disconnect
is received from the target).

DELAYED READ COMPLETION ON INITIATOR BUS

When the transaction has been completed on the tawgeaind the delayed read data is at the head of
the read data queue, and all ordgrconstraints with posted writatrsactions have been satisfied, the
bridge transfers the data to the initiator when the initiator repeats the transaction. For memory read
transactions, the bridge aliases the memory madhory read line, and memory read multiple bus
commands when matching the bus command of the transaction to the bus command in the delayed
transaction queue. The bridge returns a target dimmralong with the tranef of the last DWORD of
read data to the initiator. If the bridge initiator térates the transaction before all read data has been
transferred, the remaining read dietfa in data buffers is discarded.

When the master repeats the transaction and starséetnamg prefetchable read data from data buffers
while the read transaction on the target bus is stifagress and before a read boundary is reached on
the target bus, the read transaction starts operating in flowgtihroode. Because data is flowing

through the data buffers from the target to the initiator, long read bursts can then be sustained. In this
case, the read transaction is allowed to contintietba initiator terminates the transaction, or until an
aligned 4KB address boundary is reached, or until the buffer filisheher comes first. When the

buffer empties, the bridge reflects the stalled @@muto the initiator by disconnecting the initiator

with data. The initiator may retry the transaction |#tdata are needed. If the initiator does not need

any more data, the initiator will not continue the distected transaction. In this case, the bridge will

07-0067

Page 23 of 82
March 20, 2007 — Revision 1.01



@ PI7C8140A
PB?ICDM 2-PORT PCI-TO-PCI BRIDGE

The Complete Interface Solution

2.6.8

2.7

start the master timeout timer. The remaining reaa ddl be discarded after the master timeout timer
expires. To provide better latency, if there are atimgr pending data for other transactions in the RDB
(Read Data Buffer), the remaining read data will be discarded even though the master timeout timer has
not expired.

The bridge implements a mastendout timer that starts counting when the delayed read completion is
at the head of the delayed transaction queue, anddtielaga is at the head of the read data queue. The
initial value of this timer is programmable through configuration register. If the initiator does not repeat
the read transaction and before the master timeout timer exgiteef@ult), the bridge discards the

read transaction and read data from its queues. The bridge also conditionally asserts P_SERR# (see
Sectionb5.4).

The bridge has the capability to post multiple delayed read requests, up to a maximum of four in each
direction. If an initiator starts a read transactiogt matches the address and read command of a read
transaction that is already queutitt current read command is not [goksas it is already contained in

the delayed transaction queue.

See Sectiod for a discussion of how delayed read transactions are ordered when crossing the bridge.

FAST BACK-TO-BACK READ TRANSACTIONS

The bridge can recognize fastdx-to-back read transactions.

CONFIGURATION TRANSACTIONS

Configuration transactions are used to initiahizZeéCl system. Every PCI device has a configuration
space that is accessed by configuration commaddegisters are accessible in configuration space
only.

In addition to accepting configuration transactions for initialization of its own configuration space, the
bridge also forwards configuration transactionsdievice initialization in hierarchical PCI systems, as
well as for special cycle generation.

To support hierarchical PCI bus systems, two type®ofiguration transactiorere specified: Type 0
and Type 1.

Type 0 configuration transactionedssued when the intended targetides on the same PCI bus as
the initiator. A Type 0 configuration transactioridentified by the confuration command and the
lowest two bits of the address set to 00b.

Type 1 configuration transactions are issued when the intended target resides on anothemoPCl bus
when a special cycle is to be generated on another PCl bus. A Type 1 configuration command is
identified by the configuration command and the lowest two address bits set to 01b.

The register number is found in both Type 0 and Type 1 formats and gives the DWORD address of the
configuration register to be accessed. The function number is also included in both Typeypeahd
formats and indicates which function of a multifunction device is to be accessed. For single-function
devices, this value is not decoded. The addresses of Type 1 configuration transaction include a 5-bit
field designating the device number that identifies the device on the target PCI bus that is to be
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2.7.1

2.7.2

accessed. In addition, the bus number in Typaristaictions specifies the PCI bus to which the
transaction is targeted.

TYPE 0 ACCESS TO PI7C8140A

The configuration space is accessed by a Type Ogesafion transaction on the primary interface. The
configuration space cannot be accessed from tendary bus. The bridge responds to a Type 0
configuration transaction by asseg P_ DEVSEL# when the following conditions are met during the
address phase:

= The bus command is a configuration reaaonfigurationwrite transaction.
= Lowest two address bits P_AD[1:0] must be 00b.
= Signal P_IDSEL must be asserted.

The bridge limits all configuration access torgé DWORD data transfer and returns target-
disconnect with the first data transfer if additiodata phases are requested. Because read transactions
to configuration space do not have side effadtdyytes in the requested DWORD are returned,
regardless of the value of the byte enable bits.

Type 0 configuration write and re&@nsactions do not use data buffers; that is, these transactions are
completed immediately, regardless of the stath@fata buffers. The bridge ignores all Type 0
transactions initiated aihe secondary interface.

TYPE 1 TO TYPE 0 CONVERSION

Type 1 configuration transactions are used spedtifit@ device configuratin in a hierarchical PCI

bus system. A PCI-to-PCI bridge is the only type of device that should respond to a Type 1
configuration command. Type 1 configuration commands are used when the configuration access is
intended for a PCI device that resides on a PCI bus other than the one where the Type 1 transaction i
generated.

The bridge performs a Type 1 to Type 0 translation when the Type 1 transaction is generated on the
primary bus and is intended for a device attachesttljrto the secondary bus. The bridge must convert
the configuration command to a Type 0 format sd the secondary bus device can respond to it. Type
1 to Type O translations are performed only in therkiream direction; that is, the bridge generates a
Type 0 transaction only on the secondary bus, and never on the primary bus.

The bridge responds to a Type 1 configuration traisaand translates it into a Type 0 transaction on
the secondary bus when the following citiods are met during the address phase:

= The lowest two address bits on P_AD[1:0] are 01b.

= The bus number in address field P_AD[23:16] is equal to the value in the secondary bus number
register in configuration space.

= The bus command on P_CBE[3:0] is a configuration read or configuration write transaction.
When the bridge translates the Type 1 tratisado a Type O transaction on the secondary
interface, it performs the following translations to the address:

= Sets the lowest two address bits on S_AD[1:0].

= Decodes the device number and drives the bit pattern specifiethi@ 2-6on S_AD[31:16] for
the purpose of asserting the device's IDSEL signal.

= SetsS AD[15:11]to O.
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= Leaves unchanged the function number and register number fields.

The bridge asserts a unique address line based on the device number. These address lines may be used
as secondary bus IDSEL signals. The mapping of the address lines depends on the device number in the
Type 1 address bits P_AD[15:11]. presents the mapping that the bridge uses.

Table 2-6. Device Numbeto IDSEL S_AD Pin Mapping

Device Number P_AD[15:11] Secondary IDSEL S_AD[31:16] S_AD
Oh 00000 0000 0000 0000 0001 16
1h 00001 0000 0000 0000 0010 17
2h 00010 0000 0000 0000 0100 18
3h 00011 0000 0000 0000 1000 19
4h 00100 0000 0000 0001 0000 20
5h 00101 0000 0000 0010 0000 21
6h 00110 0000 0000 0100 0000 22
7h 00111 0000 0000 1000 0000 23
8h 01000 0000 0001 0000 0000 24
9h 01001 0000 0010 0000 0000 25
Ah 01010 0000 0100 0000 0000 26
Bh 01011 0000 1000 0000 0000 27
Ch 01100 0001 0000 0000 0000 28
Dh 01101 0010 0000 0000 0000 29
Eh 01110 0100 0000 0000 0000 30
Fh 01111 1000 0000 0000 0000 31
10h — 1Eh 10000 — 11110 0000 0000 0000 0000 -
1Fh 11111 Generate special cycle (P_AD[7:2] > 00h)
0000 0000 0000 0000 (P_AD[7:2] = 00h)

The bridge can assert up to 16 unique addirss to be used as IDSEL signals for

up to 16 devices on the secondary bus, for device numbers ranging from 0 througtalSeBé
electrical loading constraints tife PCI bus, more than 9 IDSEIgnals should not be necessary.
However, if device numbers greater than 15 asirelé, some external method of generating IDSEL
lines must be used, and no upper address bitb@measserted. The configuration transaction is still
translated and passed from the primary bus tedhendary bus. If no IDSEL pin is asserted to a
secondary device, the transaction ends in a master abort.

The bridge forwards Type 1 to Type 0 configuration read or write transactions as delagadttons.
Type 1 to Type 0 configuration read or write tracttons are limited to a single 32-bit data transfer.

TYPE 1 TO TYPE 1 FORWARDING

Type 1 to Type 1 transaction forwarding providdsierarchical configuraitn mechanism when two or
more levels of PCI-to-PCI bridges are used.

When the bridge detects a Type 1 configuratiansaction intended far PCI bus downstream from

the secondary bus, the bridge fordethe transaction unchanged to the secondary bus. Ultimately, this
transaction is translated to apiey0 configuration command oracspecial cycle transaction by a
downstream PCI-to-PCI bridge. Downstream Type 1 to Type 1 forwarding occurs when the ¢pllowin
conditions are met during the address phase:

= The lowest two address bits are equal to 01b.
= The bus number falls in the range defined by the lower limit (exclusive) in the secondary bus
number register and the upper limit (inclusive) in the subordinate bus number register.
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2.7.4

2.8

= The bus command is a configuraticead or write transaction.

The bridge also supports Type 1 to Type 1 forwarding of configuration write tramsagfistream to
support upstream special cycle generation. A Type 1 configuration command is forwarded upstream
when the following conditions are met:

= The lowest two address bits are equal to 01b.

= The bus number falls outside the range defined by the lower limit (inclusive) in the secondary bus
number register and the upper limit (inclusive) in the subordinate bus number register.

= The device number in address bits AD[15:11] is equal to 11111b.

= The function number in address bits AD[10:8] is equal to 111b.

= The bus command is a configuration write transaction.

The bridge forwards Type 1 to Type 1 configuration write transactions as delayed transacfieris. Ty
to Type 1 configuration write transactioae limited to a single data transfer.

SPECIAL CYCLES

The Type 1 configuration mechanism is used to gémepecial cycle transactions in hierarchical PCI
systems. Special cycle transactions are ignored by acting as a target and are not forwarded across the
bridge. Special cycle transactions can be generated from Type 1 configuration write transactions in
either the upstream or the down-stream direction.

The birdge initiates a special cycle on the target bus when a Type 1 configuration write transaction is
being detected on the initiating bus and the following conditions are met during the address phase:

The lowest two address bits &D[1:0] are equal to 01b.

The device number in address bits AD[15:11] is equal to 11111b.

The function number in address bits AD[10:8] is equal to 111b.

The register number in address bits AD[7:2] is equal to 000000b.

The bus number is equal to the value in the sgary bus number registir configuration space
for downstream forwarding or equal to the value in the primary bus number register in
configuration space for upstream forwarding.

= The bus command on CBE# is a configuration write command.

When the bridge initiates the tiaction on the target interface, the bus command is changed from
configuration write to special cy&l The address and data are for-warded unchanged. Devices that use
special cycles ignore the addresd decode only the bus command. The data phase contains the special
cycle message. The transaction is forwardeddetagyed transaction, but in this case the target

response is not forwarded back (heszspecial cycles result in a negisibort). Once thtransaction is
completed on the target bus, through detectionefrthster abort condition, the bridge responds with
TRDY# to the next attempt of the con-figuration transaction from the initiator. If more than one data
transfer is requested, the bridge responds with attdigconnect operation during the first data phase.

TRANSACTION TERMINATION

This section describes how bridge returns traimmatermination conditions back to the initiator.

The initiator can terminate transactions with one of the following types of termination:
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28.1

Normal termination

Normal termination occurs when the initiator de-asseERAME# at the beginning of the last data
phase, and de-asserts IRDY# at the end of the last data phase in conjunction witiR&soT
STOP# assertion from the target.

Master abort

A master abort occurs when no target response is detected. When the initiator does not detect a
DEVSEL# from the target within five clock cycles after asserting FRAME#, the initiator terminates
the transaction with a masteraab If FRAME# is still asserted, the initiator de-asserts FRAME#
on the next cycle, and then de-asserts IRDYtherfollowing cycle. IRDY# must be asserted in

the same cycle in which FRAME# de-assert&:RAME# is already de-asserted, IRDY# can be
de-asserted on the next clock cycle following detection of the master abort condition.

The target can terminate traicsions with one of the following types of termination:

Normal termination

TRDY# and DEVSEL# asserted in conjunction with FRAME# de-asserted and IRDY# asserted.
Target retry

STOP# and DEVSEL# asserted with TRDY# de-asserted during the first data phase. No data
transfers occur during the transactidhis transaction must be repeated.

Target disconnectwith data transfer

STOP#, DEVSEL# and TRDY# asserted. It signadd this is the last data transfer of the
transaction.

Target disconnect wihout data transfer

STOP# and DEVSEL# asserted with TRDY# de-asserted after previous data transfers have been
made. Indicates that no more data trarssf@éh be made during this transaction.

Target abort

STOP# asserted with DEVSEL# and TRDY# de-assehelitates that target will never be able to
complete this transaction. DEVSEL# must be asdddr at least one cycle during the transaction
before the target abort is signaled.

MASTER TERMINATION IN ITIATED BY PI7C8140A

The bridge, as an initiator, uses normal termination if DEVSEL# is returned by target within five clock
cycles of the bridge’s assertion of FRAME# on thrgaabus. As an initiator, the bridge terminates a
transaction when the following conditions are met:

During a delayed write transaction, a single DWORD is delivered.

During a non-prefetchable read transactiosingle DWORD is transferred from the target.
During a prefetchable read transautia pre-fetch boundary is reached.

For a posted write transaction, all write data fertfansaction is transfeddrom data buffers to
the target.

For burst transferyith the exception of “Memory Write a@ninvalidate” transactions, the master
latency timer expires and the bridge’s bus grant is de-asserted.

The target terminates the transaction vaittetry, disconnect, or target abort.

If the bridge is delivering posted write data wlieterminates the traastion because the master
latency timer expires, it initiates another transadiiodeliver the remaining \ite data. The address of
the transaction is updated to reflect thdrads of the current DWORD to be delivered.
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2.8.2

2.8.3

2.8.3.1

If the bridge is pre-fetching read data when it terminates the transaction because the master latency
timer expires, it does not repeat the transaction to obtain more data.

MASTER ABORT RECEIVED BY PI7C8140A

If the initiator initiates a transaction on the target bus and does not detect DEVSEL# returned by the
target within five clock cycles of the assertiorFRAME#, the bridge terminates the transaction with a
master abort. This sets the received-master-abart thie status register corresponding to the target
bus.

For delayed read and write transactions, the bridgblesto reflect the master abort condition back to
the initiator. When the bridge detects a master abadsponse to a delayed transaction, and when the
initiator repeats the transaction, the bridge daggespond to the transaction with DEVSEL#, which
induces the master abort condition back to titeator. The transaction is then removed from the
delayed transaction queue. When a master abatésved in response to a posted write transaction,
the bridge discards the posted write data and makesore attempts to deliver the data. The bridge
sets the received-master-abort bit in the status ezgidten the master abastreceived on the primary
bus, or it sets the received master abort bit in tbergkary status register when the master abort is
received on the secondary interface.aiimaster abort is detectedpiosted write transaction with both
master-abort-mode bit (bit 5 of bridge control register) and the SERR# enable bit (bit 8 airebmm
register for secondary bus) are set, the bridge asserts P_SERR# if the master-abort-on-posted-write is
not set. The master-abort-on-posted-write bit is bit 4 of the P_SERR# event disable rdtistet4b).

Note: When the bridge performs a Type 1 to specialeegonversion, a master abort is the expected
termination for the special cycle orettarget bus. In this case, the master abort received bit is not set,
and the Type 1 configuration transactionlisconnected after the first data phase.

TARGET TERMINATION RE CEIVED BY PI7C8140A

When the bridge initiates a transaction on the target bus and the target responds with DEVSEL#, the
target can end the transaction with @f¢he following types of termination:

Normal termination (upon de-assertion of FRAME#)
Target retry

Target disconnect

Target abort

The bridge handles these terminations in different ways, depending on the type of trarsacg
performed.

DELAYED WRITE TARG ET TERMINATION RESPONSE

When the bridge initiates a delayed write transactiomtype of target termination received from the
target can be passed back to the initiafable 2-7shows the response ¢ach type of target
termination that occurs during a delayed write transaction.

The bridge repeats a delayed write transaction until one of the following conditions is met:
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= Bridge completes at least one data transfer.
= Bridge receives a master abort.
= Bridge receives a target abort.

The bridge makes?¥(default) or 3*(maximum) write attempts resulting in a response of target retry.

Table 2-7. Delayed Write Target Termination Response

Target Termination Response

Normal Returning disconnect taitiator with first data transfer oplif multiple data phases requested

Target Retry Returning targedtry to initiator. Continugvrite attempts to target

Target Disconnect Returning disconnexinitiator with first daa transfer only if multiple data phases requested.

Target Abort Returning target abortitdtiator. Set received target aboit im target interface status register.
Set signaled target abort bitimitiator interface status register.

After the bridge makes?2(default) attempts of the same deléyerite trans-action on the target bus,
the bridge asserts P_SERR# if the SERR# enab{bib& of command registdor the secondary bus)
is set and the delayed-write-non-delivery bit is s&it The delayed-write-nagtelivery bit is bit 5 of
P_SERR# event disable register (offset 64h). The bridge will report system error. See55éftion
description of system error conditions.

2.8.3.2 POSTED WRITE TARGET TERMINATION RESPONSE

When the bridge initiates a posted write transaction, the target termination cannot be passed back to the
initiator. Table 2-8shows the response to each type of target termination that occurs during a posted
write transaction.

Table 2-8. Response to Past Write Target Termination

Target Termination Repsonse

Normal No additional action.

Target Retry Repeating write transaction to target.

Target Disconnect Initiate write transaction delivering remaining posted write data.

Target Abort Set received-target-abort bithe target interface status register. Assert
P_SERR# if enabled, and set the sigdalgstem-error bit in primary status
register.

Note that when a target retry ordat disconnect is returned and posteide data associated with that
transaction remains in the writeffrs, the bridge initiates anotherite transaction to attempt to

deliver the rest of the write data. If there is a target retry, the exact same address will be driven as for
the initial write trans-actioattempt. If a target disconnect is receiyvihe address that driven on a
subsequent write transaction attempt will be updated to reflect the address of the current DWORD. If
the initial write transaction is Memory-Write-and-Ifidate transaction, andpartial delivery of write

data to the target is performed before a targeiodinect is received, the bridge will use the memory
write command to deliver the rest of the write data. It is because an incomplete cache line will be
transferred in the subsequewite transaction attempt.

After the bridge makes*¥default) write transactioattempts and fails to deliver all posted write data
associated with that transaction, the bridge asSerSERR# if the primary &R# enable bit is set (bit

8 of command register for secondary bus) and posted-write-non-delivery bit is ndtespbsted-
write-non-delivery bit is the bit 2 of P_SERR# eversadble register (offset 64h). The bridge will report
system error. See Sectibri for a discussion of system error conditions.
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2.8.3.3 DELAYED READ TARGET TERMINATION RESPONSE

284

28.4.1

When the bridge initiates a delayed read transadfienabnormal target responses can be passed back
to the initiator. Other target responses depend on how much data the initiator refalelgt-9shows

the response to each type of target termindtiahoccurs during a delayed read transaction.

The bridge repeats a delayed read transaction until one of the following conditions is met:

= Bridge completes at least one data transfer.

= Bridge receives a master abort.

= Bridge receives a target abort.

The bridge makes®2(default) read attempts resultiiiga response of target retry.

Table 2-9. Response to Dejad Read Target Termination

Target Termination Response

Normal If prefetchable, target dmenect only if initiator requests moretdahan read &m target. If
non-prefetchable, target d@mect on first data phase.

Target Retry Re-initiateead transaction to target

Target Disconnect If initiator requests raalata than read from targetium target disconnect to initiator.

Target Abort Return target abort to initiator. Set received target laibar the target interface status
register. Set signaled target abortibithe initiator interface status register.

After the bridge makes*%default) attempts of the same delayed read transaction on the target bus, the
bridge asserts P_SERR# if the primary SERRgbknbit is set (bit 8 of command register for

secondary bus) and the delayed-write-non-deliverislvibt set. The delayed-write-non-delivery bit is

bit 5 of P_SERR# event disable register (offset 6&hg bridge will report system error. See Section
5.4for a description of system error conditions.

TARGET TERMINATION IN ITIATED BY PI7C8140A

The bridge can return a target retry, target disconnect, or target abort to an initiator for reasons other
than detection of that condition at the target interface.

TARGET RETRY

The bridge returns a target retrytke initiator when it cannot accept write data or return read data as a
result of internal conditions. The bridge returns a target retry to an initiator when any of the following
conditions is met:

For delayed write transactions:

= The transaction is being enteretbithe delayed transaction queue.

= Transaction has already been entered into delagedaction queue, but target response has not yet
been received.

= Target response has been received but has not progressed to the head of the return queue.

= The delayed transaction queue is full, and the transaction cannot be queued.

= A transaction with the same address and command has been queued.

= Alocked sequence is being propsed across the bridge, and the write transaction is not a locked
transaction.

= The target bus is locked and the wtignsaction is a ktkked transaction.
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2.8.4.2

2.8.4.3

Use more than 16 clocks to accept this transaction.

For delayed read transactions:

The transaction is being enteretbithe delayed transaction queue.

The read request has already been qududdead data is not yet available.

Data has been read from target, but it is noayéead of the read data queue or a posted write
transaction precedes it.

The delayed transaction queue is full, and the transaction cannot be queued.

A delayed read request with the same address and bus command has already been queued.
A locked sequence is being propsed across the bridge, and thad¢ransaction is not a locked
transaction.

The bridge is currently discarding previously pre-fetched read data.

The target bus is locked and the wtitensaction is a ltked transaction.

Use more than 16 clocks to accept this transaction.

For posted write transactions:

The posted write data buffer does not haveugh space for address and at least one DWORD of
write data.

A locked sequence is being propsed across the bridge, and the write transaction is not a locked
transaction.

When a target retry is returned to the initiator of a delayed transaction, the initiator must repeat the
transaction with the same address and bus commanmellzss the data if it is a write transaction,

within the time frame specified by the master tima@ltie. Otherwise, the transaction is discarded
from the buffers.

TARGET DISCONNECT

The bridge returns a target disconnect to an initiator when one of the following conditions is met:

Bridge hits an internal address boundary.
Bridge cannot accept any more write data.
Bridge has no more read data to deliver.

See Sectio.5.4for a description of write address boundaries, and Sezttodfor a description of
read address boundaries.

TARGET ABORT

The bridge returns a target abort to an initiator when one of the following conditions is met:

The bridge is returning a target abort from the intended target.
When the bridge returns a target abort to the initiator, it sets the signaled target abort bit in the
status register correspondito the initiator interface.
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3 ADDRESSDECODING

The bridge uses three address ranges thatotd@ and memory transaction forwarding. These
address ranges are defined by base and limit adegisters in the configuration space. This chapter
describes these address ranges, as wEl/asnode and VGA-addressing support.

3.1 ADDRESS RANGES

The bridge uses the following address rangesdi@rmine which 1/0O and memory transactions are
forwarded from the primary PCI bus to the secondary PCI bus, and from the secondary bus to the
primary bus:

= Two 32-bit I/O address ranges
=  Two 32-bit memory-mapped I/O (non-prefetchable memory) ranges
= Two 32-bit prefetchable memory address ranges

Transactions falling within these ranges are forwarded downstream from the primary PCI bus to the
secondary PCI bus. Transactions falling out#idgse ranges are forwarded upstream from the
secondary PCI bus to the primary PCI bus.

No address translation is required in the bridge dddresses that are not marked for downstream are
always forwarded upstream.

3.2 /O ADDRESS DECODING

The bridge uses the following meclams that are defined in the capfration space to specify the 1/0O
address space for downstream andrepst forwarding:

I/O base and limit address registers
The ISA enable bit
The VGA mode bit
The VGA snoop bit

This section provides information on the I/O address registers and ISA mode. Seimvides
information on the VGA modes.

To enable downstream forwarding of 1/O transaxtidhe I/O enable bit must be set in the command
register in configuration space. All I/O transactianiated on the primary bus will be ignored if the

I/O enable bit is not set. To enable upstream faffimgrof 1/O transactions, the master enable bit must

be set in the command register. If the master-enable bit is not set, the bridge ignores all /O and memory
transactions initiated on the secondary bus.

The master-enable bit also allows upstream &ding of memory transactions if it is set.
CAUTION

If any configuration state affecting 1/0 transaction forwarding is changed by a configuration write
operation on the primary bus at the same time that 1/0 transactions are ongoing on the secondary bus,
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the bridge response to the secondary bus /O transactionsis not predictable. Configure the 1/0O base
and limit address registers, |SA enable bit, VGA mode bit, and VGA snoop bit before setting 1/0 enable
and master enable bits, and change them subsequently only when the primary and secondary PCI buses
areidle.

3.2.1 1/0 BASE AND LIMIT ADDRESS REGISTER

The bridge implements one set of /O base and hahdlress registers in confiigation space that define
an 1/0 address range per port downstream forwarding. The bridge supports 32-bit I/O addrb&ging, w
allows 1/0 addresses downstream of the briddeetamapped anywhere in a 4GB 1/O address space.

I/O transactions with addresses that fall insiderdimge defined by the 1/0 base and limit registers are
forwarded downstream from the primary PCI bus to the secondary PCI bus. I/O transactions with
addresses that fall outside this range are forvadangstream from the secong&Cl bus to the primary
PCI bus.

The I/O range can be turned off by setting the 1/0O baskeess to a value greater than that of the 1/0O

limit address. When the I/O range is turned off, all I/O trans-actions ararfied upstream, and no 1/0
transactions are forwarded downstream. The I/O range has a minimum granularity of 4KB and is
aligned on a 4KB boundary. The maximum I/O range is 4GB in size. The I/O base register consists of
an 8-bit field at configuration adelss 1Ch, and a 16-bit field at address 30h. The top 4 bits of the 8-bit
field define bits [15:12] of the I/O base address. The bottom 4 bits read only as 1h to ihdictite t

bridge supports 32-bit I/O addressing. Bits [11:0] of the base address are assumed to be 0, which
naturally aligns the base address to a 4KB boundagy1&lbits contained in the 1/0O base upper 16 bits
register at configuration offset 30h define AD[31:16] of the I/O base address. All 16 bits are read/write.
After primary bus reset or chip reset, the value of the I/O base address is initialized to 0000 0000h.

The 1/O limit register consists of an 8-bit fieldcanfiguration offset 1Dh aha 16-bit field at offset

32h. The top 4 bits of the 8-bit field define bits [15:12] of the I/O limit address. Tharbéthits read

only as 1h to indicate that 32-bit I/O addressinguigported. Bits [11:0] of the limit address are

assumed to be FFFh, which naturally aligns the limit address to the top of a 4KB 1/O address block. The
16 bits contained in the 1/O limit upper 16 bits register at configuration offset 32h A&ijA&:16] of

the 1/O limit address. All 16 bits are read/write. Aftgimary bus reset or chip reset, the value of the

I/O limit address is reset to 0000 OFFFh.

Note: The initial states of the 1/0 base and /O limit astdr registers define an I/O range of 0000 0000h
to 0000 OFFFh, which ihe bottom 4KB of I/O space. Write theesegisters with their appropriate

values before setting either the 1/0 enable bthermaster enable bit the command register in
configuration space.

3.2.2 ISAMODE

The bridge supports ISA mode by providing aA Ehable bit in the bridge control register in
configuration space. ISA mode modifies the responsleebridge inside the 1/0 address range in order
to support mapping of 1/0O space in the presence ¢Arbus in the system. This bit only affects the
response of the bridge when the transaction fadisiénthe address range defined by the 1/0O base and
limit address registers, and only erhthis address also falls insithe first 64KB of I/O space (address

bits [31:16] are 0000h). When the ISA enable bit is set, the bridge does not forward dowastyeam

I/O transactions addressing the top 768 bytesaoh aligned 1KB block. Only those transactions
addressing the bottom 256 bytes of an aligned 1KB block inside the base and limit I/O address range
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3.3

3.3.1

are forwarded downstream. Transactions above the 64KB I/O address boundary are forwarded as
defined by the address range defined by the 1/O base and limit registers.

Accordingly, if the ISA enable bit is set, the bridgewards upstream those 1/O transactions addressing
the top 768 bytes of each aligned 1KB block withia finst 64KB of I/O spacelhe master enable bit

in the command configuration register must alsedieto enable upstream forwarding. All other 1/0
transactions initiated on the secondary bus arediated upstream only if they fall outside the I/O
address range.

When the ISA enable bit is set, devices downstreithe bridge can have I/0 space mapped into the
first 256 bytes of each 1KB chunk below the 64KB boundary, or anywhere in I/O space above the
64KB boundary.

MEMORY AD DRESS DECODING

The bridge has three mechanisms for defining memory address ranges for forwarding of memory
transactions:

=  Memory-mapped I/O base and limit address registers
= Prefetchable memory base and limit address registers
=  VGA mode

This section describes the first two mechanisms. Se8tihthdescribes VGA mode. To enable
downstream forwarding of memory transactions,tiemory enable bit must be set in the command
register in configuration space. To enable gastr forwarding of memory transactions, the master-
enable bit must be set in the command register nfdmster-enable bit also allows upstream forwarding
of I/0 transactions if it is set.

CAUTION

If any configuration state affecting memory transaction forwarding is changed by a configuration write
operation on the primary bus at the same time that memory transactions are ongoing on the secondary
bus, response to the secondary bus memory transactions is not predictable. Configure the memory-
mapped |/0 base and limit address registers, prefetchable memory base and limit address registers,
and VGA mode bit before setting the memory enable and master enable bits, and change them
subsequently only when the primary and secondary PCI buses areidle.

MEMORY-MAPPED I/O BASE AND LIMIT ADDRESS REGISTERS

Memory-mapped I/O is also referred to as nogfgtchable memory. Memory addresses that cannot
automatically be pre-fetched but that can be ttmmally pre-fetched based on command type should
be mapped into this space. Read transactions tpredatchable space may eltiiside effects; this
space may have non-memory-like beba The bridge prefetches this space only if the memory
read line or memory read multiple commandsuaed; transactions using the memory read command
are limited to a single data transfer.

The memory-mapped I/O base address and memory-mapped I/O limit address registers define an
address range that the bridge uses to determiten to forward memory commands. The bridge
forwards a memory transaction frahre primary to the secondary irfece if the transaction address
falls within the memory-mapped I/O address rafidge bridge ignores memory transactions initiated

07-0067

Page 35 of 82
March 20, 2007 — Revision 1.01



@ PI7C8140A
PB?ICDM 2-PORT PCI-TO-PCI BRIDGE

The Complete Interface Solution

on the secondary interface that faliarthis address range. Any transactions that fall outside this address
range are ignored on the pringanterface and are forwarded ugstm from the secondary interface
(provided that they do not fall into the prefetchable memory range or are not forwardestrdam by

the VGA mechanism).

The memory-mapped I/O range supports 32-bit addressing only. The PCI-to-PCI Bridge Architecture
Specification does not providerf64-bit addressing in the memory-mapped I/O space. The memory-
mapped I/O address range has a granularity and alignment of 1MB. The maximum memory-mapped 1/O
address range is 4GB.

The memory-mapped I/O address range is defined by a 16-bit memory-mapped I/O base address
register at configuration offset 20h and by a ftGvemory-mapped I/O limit address register at offset

22h. The top 12 bits of each of these registers correspond to bits [31:20] of the memesy. aldte

low 4 bits are hardwired to 0. The lowest 20 bits of the memory-mapped I/O base address are assumed
to be 0 0000h, which results in a natural alignment to a 1MB boundary. The lowest 20 bits of the
memory-mapped I/O limit address are assumed to be FFFFFh, which results in an alignment to the top
of a 1MB block.

Note: The initial state of the memory-mapped I/O base address register is 0000 0000h. The initial state
of the memory-mapped I/O limit address regist€08F FFFFh. Note that the initial states of these
registers define a memory-mapped I/O range at the bottom 1MB block of memory. Write thesesregist
with their appropriate values before setting either the memory enable bit or the master enable bit in the
command register in configuration space. To turn off the memory-mapped I/O address range, write the
memory-mapped I/O base address register with a value greater than that of the memory-mapped I/O
limit address register.

3.3.2 PREFETCHABLE MEMORY BASE AND LIMIT ADDRESS REGISTERS

Locations accessed in the prefetchable memory sslda@ge must have true memory-like behavior and
must not exhibit side effects wheead. This means that extra reads to a prefetchable memory location
must have no side effects. The bridge prefetchesliftypes of memory read commands in this address
space.

The prefetchable memory base address and prafdecimemory limit address registers define an
address range that the bridge uses to determiren to forward memory commands. The bridge
forwards a memory transaction frahre primary to the secondary irfece if the transaction address
falls within the prefetchable memory address rafige. bridge ignores memory transactions initiated
on the secondary interface that fato this address range. The bridge does not respond to any
transactions that fall outside this address rangb@primary interice and forwards those transactions
upstream from the secondary interface (provided that they do not fall into the memory-mapped I/O
range or are not forwardey the VGA mechanism).

The prefetchable memory range supports 64-bitesmsiing and provides additional registers to define
the upper 32 bits of the memory address ranggréfetchable memory base address upper 32 bits
register, and the prefetchable meyntimit address upper 32 bitsgister. For address comparison, a
single address cycle (32-bit address) prefetchael@mory transaction is treated like a 64-bit address
transaction where the upp#2 bits of the address are equal to 0. This upper 32-bit value of 0 is
compared to the prefetchable membase address upper 32 bits register and the prefetchable memory
limit address upper 32 bits register. The prefetchable memory base address upper 32 bits usgister m
be 0 to pass any single address cycle transactions downstream.
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Prefetchable memory address range has a gndtyudnd alignment of 1MB. Maximum memory

address range is 4GB when 32-bit addressingimghesed. Prefetchable memory address range is
defined by a 16-bit prefetchable memory base address register at configuration offset 24h and by a 16-
bit prefetchable memory limit address register at offset 26h. The top 12 bits of each of these registers
correspond to bits [31:20] of the memory address. The lowest 4 bits are hardwired to 1iueBh@0o

bits of the prefetchable memdpgse address are assumed to be 0 0000h, which results in a natural
alignment to a 1MB boundary. The lowest 20 bitshe prefetchable memory limit address are

assumed to be FFFFFh, which results imbgnment to the top of a 1MB block.

Note: The initial state of the prefetchable memory baddress register is 0000 0000h. The initial state
of the prefetchable memory limit address regist®0BF FFFFh. Note that the initial states of these
registers define a prefetchable memory raaitgbe bottom 1MB block of memory. Write these
registers with their appropriate values before setitiger the memory enablit or the master enable

bit in the command register in configuration space.

To turn off the prefetchable memoagdress range, write the prefetdeatnemory base address register
with a value greater than thattbk prefetchable memory limit adds register. The entire base value

must be greater than the entire limit value, meaning that the upper 32 bits must be considered.
Therefore, to disable the address range, the upper 32 bits registers can both be set to the same value,
while the lower base register is set greater tharaiver limit register. Otherwise, the upper 32-bit base
must be greater than the upper 32-bit limit.

3.4 VGA SUPPORT

3.4.1

The bridge provides two modes for VGA support:

= VGA mode, supporting VGA-compatible addressing
=  VGA snoop mode, supporting VGA palette forwarding

VGA MODE

When a VGA-compatible device exists downstream from the bridge, set the VGA mode bit in the
bridge control register in configuration space to enable VGA mode. When the bridge isigperat

VGA mode, it forwards downstream those transastiaddressing the VGA frame buffer memory and
VGA 1/O registers, regardless of the values of the base and limit address registers. The bridge ignores
transactions initiated on the secondiatgrface addressing these locations.

The VGA frame buffer aasists of the following memory address range:
000A 0000h—000B FFFFh

Read transactions to frame buffer memory are treated as non-prefetchable. The bridge requests only a
single data transfer from the target, and read bpable bits are forwarded to the target bus.

The VGA 1/O addresses are in tfamge of 3BOh—3BBh and 3COh—-3DFh I/O. These I/O addresses are
aliases every 1KB tbughout the first 64KB of 1/0 space. Thigeans that address bits <15:10> are not
decoded and can be any value, while address bits [31:16] must be all 0's. VGA BIOS addresggs starti
at C0000h are not decoded in VGA mode.
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3.4.2 VGA SNOOP MODE

4.1

The bridge provides VGA snoop mode, allowing V@A palette write transactions to be forwarded
downstream. This mode is used when a graphics device downstream from the bridge needs to snoop or
respond to VGA palette write transactions. To ém#tle mode, set the VGA snoop bit in the command
register in configuration space. Note that the briclgans VGA palette write transactions by asserting
DEVSEL# in VGA snoop mode.

When VGA snoop bit is set, the bridge forwards downstream transactions within the 38Ba8IC
3C9h I/O addresses space. Note that thesesskel are also forwarded as part of the VGA
compatibility mode previously described. Agaiddeess bits <15:10> are tndecoded, while address
bits <31:16> must be equal to 0, which means that these addresses are aliases every 1KBtttreugh
first 64KB of I/0O space.

Note: If both the VGA mode bit and the VGA snoop bit are set, the bridge behaves in the same way as
if only the VGA mode bit were set.

TRANSACTION ORDERING

To maintain data coherency and consistency, the bddiggplies with the ordering rules set forth in the
PCI Local Bus Specification, Revision 2.2, for tractions crossing the bridge. This chapter describes
the ordering rules that control trasion forwarding across the bridge.

TRANSACTIONS GOVERNED BY ORDERING RULES

Ordering relationships are established for the following classes of transactions crossing the bridge:

Posted write transactions, comprised ofnemory write and memory write and invalidate

transactions.

Posted write transactions complete at the source before they complete at the destination; that is, data is
written into intermediate data buffers before it reaches the target.

Delayed write request transactions, comprised dfO write and configuration write transactions.
Delayed write requests are terminated by target cetrthe initiator bus and are queued in the delayed
transaction queue. A delayed writansaction must complete on the target bus before it completes on
the initiator bus.

Delayed write completion transactions, comprised of 1/0O write and configuration write

transactions.

Delayed write completion transactions complete ortalget bus, and the target response is queued in
the buffers. A delayed write completion transactiaocpeds in the direction opposite that of the
original delayed write request; that is, a delayeiievaompletion transaction proceeds from the target
bus to the initiator bus.

Delayed read request transactions, comprised @fl memory read, I/O read, and configuration

read transactions.

Delayed read requests are terminated by targgtaatthe initiator bus and are queued in the delayed
transaction queue.
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Delayed read completion transactions, comprigkof all memory read, I/O read, & configuration

read transactions.

Delayed read completion transactions complete on thetthus, and the read data is queued in the read
data buffers. A delayed read completion transaction proceeds in the direction oppositththat of
original delayed read request; that is, a delagad completion transaction proceeds from the target
bus to the initiator bus.

The bridge does not combine or merge write transactions:

= The bridge does not combine separate writestations into a single write transaction—this
optimization is best implemented in the originating master.

= The bridge does not merge bytes on separate masked write transactions to the same DWORD
address—this optimization is also best implemented in the originating master.

= The bridge does not collapse sequential write transactions to the same address into a single write
transaction—the PCI Local Bus &gification does not permit this combining of transactions.

4.2 GENERAL ORDERING GUIDELINES

Independent transactions on primary and secondary buses have a relationship only sehen tho
transactions cross the bridge.

The following general ordering guidelines govern transactions crossing the bridge:

= The ordering relationship of a transaction with respect to other transactions is determined when the
transaction completes, that is, when a transaetimis with a termination other than target retry.

= Requests terminated with target retry can be aedesand completed in any order with respect to
other transactions that have been terminated with target retry. If the order of completioyexdd dela
requests is important, the initiator should nottsiasecond delayed transaction until the first one
has been completed. If more than one delayeddrdion is initiated, the initiator should repeat all
delayed transaction requests, using some faiadgesithm. Repeating a delayed transaction cannot
be contingent on completion of another delayed transaction. Otherwise, a deadlock can occur.

= Write transactions flowing in one direction have no ordering requirements with respect to write
transactions flowing in the othdirection. The bridge can acceptsped write transactions on both
interfaces at the same time, as well as initiastqubwrite transactioran both interfaces at the
same time.

= The acceptance of a posted memarite transaction as a targetn never be contingent on the
completion of a non-locked, non-posted transactiom msster. This is true for the bridge and must
also be true for other bus agents. Otherwise, a deadlock can occur.

= The bridge accepts posted write transactions, regardless of the state of completion of any delayed
transactions being forwarded across the bridge.

4.3 ORDERING RULES

Table 4-1shows the ordering relationships of all the transactions and refers by number totting orde
rules that follow.
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Table 4-1. Summary of Transaction Ordering

Pass Posted Write Delayed Read| Delayed Write | Delayed Read | Delayed Write
Request Request Completion Completion

Posted Write Nb Yes Yes Yes Yes

Delayed Read Request No Yes Yes Yes Yes

Delayed Write Request No Yes Yes Yes Yes

Delayed Read No® Yes Yes Yes Yes

Completion

Delayed Write Yes Yes Yes Yes Yes

Completion

Note: The superscript accompanying some of the talilgesirefers to any applicable ordering rule
listed in this section. Many entries are not@owed by these ordering rules; therefore, the
implementation can choose whether or not the transactions pass each other.

The entries without superscripts refl¢iog bridge’s implementation choices.

The following ordering rules describe the transactaationships. Each ordering rule is followed by an
explanation, and the ordering rules are referred to by numbabie 4-1 These ordering rules apply to
posted write transactions, delayed write and read requests, and delayed write and read completion
transactions crossing the bridge in the same titiredNote that delayed completion transactions cross
the bridge in the direction opposite that of the corresponding delayed requests.

1. Posted write transactions must complete omattget bus in the order imhich they were received

on the initiator bus. The subsequent posted write transaction can be setting a flag that covers the data in
the first posted write transaction; if the second @atisn were to complete before the first transaction,

a device checking the flag could subsequently consume stale data.

2. A delayed read request traveling in the sdirection as a previolysqueued posted write

transaction must push the posted write data aheidTdfe posted write transaction must complete on

the target bus before the delayed read request can be attempted on the target bus. The read transaction
can be to the same location as the write datd,tBe read transaction were to pass the write

transaction, it would return stale data.

3. A delayed read completion must “pull” aheadpoéviously queued posted write data traveling in

the same direction. In this case, the read datavsling in the same direction as the write data, and the
initiator of the read transaction is on the same sidbeobridge as the target of the write transaction.

The posted write transaction must complete to the target before the read data is returned to the initiator.
The read transaction can be a reading to a stajisteneof the initiator of the posted write data and
therefore should not complete urlike write transaction is complete.

4. Delayed write requests cannot pass previaystyied posted write data. For posted memory write
transactions, the delayed write tsantion can set a flag that covers the data in the posted write
transaction. If the delayed write request were topete before the earlier posted write transaction, a
device checking the flag could subsequently consume stale data.

5. Posted write transactions must be given opportunities to pass delayed read and write requests and
completions. Otherwise, deadlocks may occur when some bridges which support delayed transactions
and other bridges which do not support delayed transactions are being used in the sama system
fairness algorithm is used to arbitrate betweerpibsted write queue and the delayed transaction

queue.
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4.4

5.1

DATA SYNCHRONIZATION

Data synchronization refers to the relationship between interrupt signaling and data d&tie@@I
Local Bus Specification, Revision 2.2, provides the following alternative methods for synchronizing
data and interrupts:

= The device signaling the interrupt performs a read of the data just written (software).

= The device driver performs a read operatioany register in the interrupting device before
accessing data written by the device (software).

= System hardware guarantees that write buieesflushed before interrupts are forwarded.

The bridge does not have a hardware mechanism to guarantee data synchronization for posted write
transactions. Thereforel] posted write transactions must be falked by a read operation, either from

the device to the location just written (or some other location along the same path), or from the device
driver to one of the device registers.

ERROR HANDLING

The bridge checks, forwards, and generates pamityoth the primary anskcondary interfaces. To
maintain transparency, the bridge always tries tovdiod the existing parity condition on one bus to the
other bus, along with address and data. The bridge always attempts to be transparespavtieg
errors, but this is not always possible, given the presence of posted data and delegettbtrans

To support error reporting on the PCI bus, the bridge implements the following:

= PERR# and SERR# signals on boté giimary and secondary interfaces
= Primary status and secondary status registers
= The device-specific P_SERR# event disable register

This chapter provides detailed information about how the bridge handles errors. Itsaldoedesrror
status reporting and error operation disabling.

ADDRESS PARITY ERRORS

The bridge checks address parity for all transactions on both buses, for all address and all bus
commands. When the bridge detects an addreig paor on the primary interface, the following
events occur:

= |f the parity error response bit is set in the command register, the bridge does not claim the
transaction with P_DEVSEL#; this may allow the transaction to terminate in a master abort. If
parity error response hit is not set, the bridge proceeds normally apdsabestransaction if it
is directed to or across the bridge.

= The bridge sets the detected paétyor bit in the status register.

= The bridge asserts P_SERR# and sets signaled system error bit in the status register, if both the
following conditions are met:

= The SERR# enable bit is set in the command register.

= The parity error response bit is set in the command register.
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When the bridge detects an address parity errtle@secondary interface, the following events occur:

= If the parity error response bit is set in the bridgetrol register, the litge does not claim the
transaction with S_ DEVSEL#; this may allow the transaction to terminate in a master abort. If
parity error response bit is not set, the briggeceeds normally and accepts transaction if it is
directed to or across the bridge.

= The bridge sets the detected parity ehibin the secondary status register.

= The bridge asserts P_SERR# and sets signaled system error bit in status register, if both of the
following conditions are met:

= The SERR# enable bit is set in the command register.

= The parity error response bit is set in the bridge control register.

5.2 DATA PARITY ERRORS

When forwarding transactions, the bridge attetptzass the data paritpndition from one interface
to the other unchanged, whenever possible, to ahewnaster and target devices to handle the error
condition.

The following sections describe, for each type ofdaation, the sequence ofesxs that occurs when a
parity error is detected and the way in which glarity condition is forwarded across the bridge.

5.2.1 CONFIGURATION WRITE TRANS ACTIONS TO CONFIGURATION
SPACE

When the bridge detects a data parity error duriigpee O configuration write transaction to the bridge
configuration space, thelfowing events occur:

If the parity error response bit is set in the comdneegister, the bridge asserts P_ TRDY# and writes
the data to the configuration register. The bridge akserts P_PERR#. If the parity error response bit
is not set, the bridge does not assert P_PERR#.

The bridge sets the detected parity error bit in thistregister, regardless of the state of the parity
error response bit.

5.2.2 READ TRANSACTIONS

When the bridge detects a parity error during a read transaction, the target drives datagaridydata
and the initiator checks parity and conditionally asserts PERR#. For downstream transactions, when the
bridge detects a read data parity error on the secondary bus, the following events occur:

= Bridge asserts S_ PERR# two cycles following th di@nsfer, if the secondary interface parity
error response bit is set in the bridge control register.

= Bridge sets the detected parity etpirin the secondary status register.

= Bridge sets the data parity detected bit in #eadary status register, if the secondary interface
parity error response bit is set in the bridge control register.

= Bridge forwards the bad parity with the datck to the initiator on the primary bus. If the data
with the bad parity is pre-fetched and is not readhe initiator on the primary bus, the data is
discarded and the data with bad parity is not returned to the initiator.
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5.2.3

= Bridge completes the transaction normally.

For upstream transactions, whee tiridge detects a read dataityagrror on the primary bus, the
following events occur:

= Bridge asserts P_PERR# two cycles following thia tiansfer, if the pri@ry interface parity error
response bhit is set in the command register.

= Bridge sets the detected parity error bit in the primary status register.

= Bridge sets the data parity detected bit in theg@ry status register, if the primary interface parity-
error-response bit is set in the command register.

= Bridge forwards the bad parity with the data btckhe initiator on the secondary bus. If the data
with the bad parity is pre-fetched and is not newadhe initiator on the secondary bus, the data is
discarded and the data with bad parity is not returned to the initiator.

= Bridge completes the transaction normally.

The bridge returns to the initiator the data andtythat was received from the target. When the

initiator detects a parity error on this read dathiarenabled to report it, the initiator asserts PERR#

two cycles after the data transfer occurs. Issumed that the initiator takes responsibility for handling

a parity error condition; therefor@hen the bridge detects PERR# asserted while returning read data to
the initiator, the bridge does not take any further action and completes the transaction normally.

DELAYED WRITE TRANSACTIONS

When the bridge detects a data parity error duaidglayed write transaction, the initiator drives data
and data parity, and the target checks parity and conditionally asserts PERR#.

For delayed write transactions, a parity error can occur at the following times:

= During the original delayed write request transaction
= When the initiator repeats the delayed write request transaction
= When the bridge completes the delayed write transaction to the target

When a delayed write transaction is normally queued, the address, command, addreda{aatityte
enable bits, and data parity are all captured and a target retry is returned to the initiator. When the
bridge detects a parity error on the write dataHte initial delayed write request transaction, the
following events occur:

= |f the parity-error-response bit corresponding toitiitgator bus is set, the bridge asserts TRDY# to
the initiator and the transaction is not queueduftiple data phases are requested, STOP# is also
asserted to cause a target dismant. Two cycles after the datansfer, the bridge also asserts
PERR#.

= [f the parity-error-response bit is not set, the bridgarns a target retry. It queues the transaction
as usual. The bridge does not assert PERR#idrtase, the initiator repeats the transaction.

= The bridge sets the detected-parity-error bit insthéus register corresponding to the initiator bus,
regardless of the state of the parity-error-response bit.

Note: If parity checking is turned off and data parity errors have occurred for queued or subsequent
delayed write transactions on the initiator bus, it is possible that the initiator's re-attempts of the write
transaction may not match the original queued delayed write information contained in yieel dela
transaction queue. In this case, a master timemudition may occur, possibly resulting in a system
error (P_SERR# assertion).
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For downstream transactions, whee bridge is delivering data to the target on the secondary bus and
S PERR# is asserted by the target, the following events occur:

= The bridge sets the secondary interface data parity detected bit in the secondary status register, if
the secondary parity error responsdsget in the bridge control register.
= The bridge captures the parity error condition toverd it back to the initiator on the primary bus.

Similarly, for upstream transactions, when the bridg#elivering data to the target on the primary bus
and P_PERR# is asserted by the target, the following events occur:

= The bridge sets the primary intace data-parity-detected bit in thiatus register, if the primary
parity-error-response bit &et in the command register.

= The bridge captures the parity error conditiofotavard it back to the initiator on the secondary
bus.

A delayed write transaction is completed onitfigator bus when the initiator repeats the write

transaction with the same addressnmand, data, and byte enable bits as the delayed write command
that is at the head of the posted data queue. Note that the parity bit is not compared when determining
whether the transaction matches those in the delayed transaction queues.

Two cases must be considered:

= When parity error is detected on the initiator bus on a subsequent re-attempt of the transaction and
was not detected on the target bus
= When parity error is forwarded back from the target bus

For downstream delayed write transactions, when thity gairor is detected on the initiator bus and the
bridge has write status to return, the following events occur:

= Bridge first asserts P_TRDY# and then asserts RRREwo cycles later, if the primary interface
parity-error-response hit &et in the command register.

= Bridge sets the primary interface parityesrdetected bit in th status register.

= Because there was not an exact data and paritshithe write status is not returned and the
transaction remains in the queue.

Similarly, for upstream delayed write transactionsewthe parity error is detected on the initiator bus
and the bridge has write status to return, the following events occur:

= Bridge first asserts S_ TRDY# and then asserlBERR# two cycles later, if the secondary
interface parity-error-responbd is set in the bridge control register (offset 3Ch).

= Bridge sets the secondary interface parity-ereiected bit in the secondary status register.

= Because there was not an exact data and paritshithae write status is not returned and the
transaction remains in the queue.

For downstream transactions, where the parity ésroeing passed back from the target bus and the
parity error condition was not originally detected on the initiator bus, the following events occur:

Bridge asserts P_PERR# two cycles after tha ttansfer, if the following are both true:
The parity-error-response bit is set ie tommand register of the primary interface.

The parity-error-response bit is set in the geidtontrol register of the secondary interface.
Bridge completes the transaction normally.
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For upstream transactions, when plagity error is being passed back from the target bus and the parity
error condition was not originally detected on the initiator bus, the following events occur:

Bridge asserts S_PERR# two cycles after tha ttansfer, if the following are both true:
The parity error response bit is set ir tommand register of the primary interface.

The parity error response bit is set in the deeidontrol register of the secondary interface.
Bridge completes the transaction normally.

5.2.4 POSTED WRITE TRANSACTIONS

During downstream posted write transactions, wherbtidge responds as a target, it detects a data
parity error on the initiator (primary) bus and the following events occur:

= Bridge asserts P_PERR# two cycles after the daafeer, if the parity error response bit is set in
the command registerf primary interface.

= Bridge sets the parity error detected bithia status register of the primary interface.

= Bridge captures and forwards the bad parity condition to the secondary bus.

= Bridge completes the transaction normally.

Similarly, during upstream posted write transactjavisen the bridge responds as a target, it detects a
data parity error on the initiator (secondary) bus, the following events occur:

= Bridge asserts S_PERR# two cycles after the daafer, if the parity error response bit is set in
the bridge control register of the secondary interface.

= Bridge sets the parity error detected bitha status register of the secondary interface.

= Bridge captures and forwards the bad parity condition to the primary bus.

= Bridge completes the transaction normally.

During downstream write transactionghen a data parity error is repent on the target (secondary) bus
by the target’s assertion of S_PERR#, the following events occur:

= Bridge sets the data parity detected bit in théustregister of secondary interface, if the parity
error response bit is set in the bridgetcol register of the secondary interface.

= Bridge asserts P_SERR# and sets the signaled sgstenbit in the status register, if all the
following conditions are met:

The SERR# enable bit is set in the command register.

The posted write parity error bit of P_BE# event disable register is not set.

The parity error response bit is set in the geidontrol register of the secondary interface.
The parity error response bit is set ie tommand register of the primary interface.
Bridge has not detected the parity error on the primary (initiator) bus which the parity
error is not forwarded from theiprary bus to the secondary bus.

During upstream write transactions, when a data parityr is reported on the target (primary) bus by
the target’s assertion of P_PERR#, the following events occur:

= Bridge sets the data parity detected bit in the statister, if the parity error response bit is set in
the command register tiie primary interface.

= Bridge asserts P_SERR# and sets the signaled sgstenbit in the status register, if all the
following conditions are met:
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= The SERR# enable bit is set in the command register.

= The parity error response bit is set in the ¢eidontrol register of the secondary interface.

= The parity error response bit is set ie tommand register of the primary interface.

= Bridge has not detected the parity errottoe secondary (initiator) bus, which the parity
error is not forwarded from the secondary bus to the primary bus.

Assertion of P_SERR# is used to signal the paritgr condition when the initiator does not know that
the error occurred. Because the data has alreadyde#eared with no errorshere is no other way to
signal this information back to the initiator. If the parity error has forwarded from the initiating bus to
the target bus, P_SERR# will not be asserted.

5.3 DATA PARITY ERROR REPORTING SUMMARY

In the previous sections, the responses of the bridge to data parity errors are presented actterding to
type of transaction in progress. This section organizes the responses of the bridge totglataqoari
according to the status bits that the bridge sets and the signals that it dsd#e$%-1shows setting

the detected parity error bit in the status regismresponding to thprimary interfaceThis bit is set

when the bridge detects a parigror on the primary interface.

Table 5-1. Setting the Primary Inerface Detected Parity Error Bit

Primary Detected | Transaction Type | Direction Bus Where Error Primary/ Secondary Parity
Parity Error Bit Was Detected Error Response Bits
0 Read Downstream Primary X /X

0 Read Downstream Secondary X [ X

1 Read Upstream Primary X/ X

0 Read Upstream Secondary X/ X

1 Posted Write Downstream Primary X /X

0 Posted Write Downstream Secondary x /X

0 Posted Write Upstream Primary X / X

0 Posted Write Upstream Secondary X/ X

1 Delayed Write Downstream Primary X/ X

0 Delayed Write Downstream Secondary X /X

0 Delayed Write Upstream Primary X/ X

0 Delayed Write Upstream Secondary X /X

X =don't care

Table 5-2shows setting the detected parity error bthim secondary status register, corresponding to
the secondary interface. This bitsist when the bridge detects a paeityor on the sondary interface.

Table 5-2. Setting Secondary Intéace Detected Parity Error Bit

Secondary Transaction Type | Direction Bus Where Error Primary/ Secondary Parity
Detected  Parity Was Detected Error Response Bits
Error Bit

0 Read Downstream Primary X /X

1 Read Downstream Secondary X [ X

0 Read Upstream Primary X/ X

0 Read Upstream Secondary X/ X

0 Posted Write Downstream Primary X /X

0 Posted Write Downstream Secondary x /X

0 Posted Write Upstream Primary X / X

1 Posted Write Upstream Secondary X/ X

0 Delayed Write Downstream Primary X/ X
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Secondary Transaction Type | Direction Bus Where Error Primary/ Secondary Parity
Detected  Parity Was Detected Error Response Bits
Error Bit

0 Delayed Write Downstream Secondary X /X

0 Delayed Write Upstream Primary X/ X

1 Delayed Write Upstream Secondary X [ X

X=don't care

Table 5-3shows setting data parity detected bit in the primary interface’s status register. This bit is set
under the following conditions:

= Bridge must be a master on the primary bus.

= The parity error response bittimne command register, correspondiaghe primary interface, must

be set.

= The P_PERR# signal is detected assertecparity error is detected on the primary bus.

Table 5-3. Setting Primary InterfaceMaster Data Parity Error Detected Bit

Primary Data | Transaction Type | Direction Bus Where Error Primary / Secondary Parity
Parity Bit Was Detected Error Response Bits
0 Read Downstream Primary X /X

0 Read Downstream Secondary X /X

1 Read Upstream Primary 1/x

0 Read Upstream Secondary X [ X

0 Posted Write Downstream Primary X/ X

0 Posted Write Downstream Secondary X /X

1 Posted Write Upstream Primary 1/x

0 Posted Write Upstream Secondary X/ X

0 Delayed Write Downstream Primary X/ X

0 Delayed Write Downstream Secondary X /X

1 Delayed Write Upstream Primary 1/x

0 Delayed Write Upstream Secondary X /X

X =don't care

Table 5-4shows setting the data parity detected bit in the status register of secondary interface. This bit
is set under the following conditions:

= The bridge must be a master on the secondary bus.
= The parity error response bit must be set nihidge control register of secondary interface.
= The S_PERR# signal is detected asserted ority paror is detectedn the secondary bus.

Table 5-4. Setting Secondary Interfactaster Data Parity Error Detected Bit

Secondary Transaction Type | Direction Bus Where Error Primary / Secondary Parity
Detected Parity Was Detected Error Response Bits
Detected Bit

0 Read Downstream Primary X/ X

1 Read Downstream Secondary x/1

0 Read Upstream Primary X/ X

0 Read Upstream Secondary X/ X

0 Posted Write Downstream Primary X [ X

1 Posted Write Downstream Secondary x/1

0 Posted Write Upstream Primary X /X

0 Posted Write Upstream Secondary X/ X

0 Delayed Write Downstream Primary X /X

1 Delayed Write Downstream Secondary x/1

0 Delayed Write Upstream Primary X/ X

0 Delayed Write Upstream Secondary X [ X

X=don't care
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Table 5-5shows assertion of P_PERR#. This signal is set under the following conditions:

= The bridge is either the target of a write t@ts®n or the initiator of a read transaction on the

primary bus.

= The parity-error-response bit stbe set in the command regisof primary interface.
= The bridge detects a data parity error on the primary bus or detects S_ PERR# asserted during the
completion phase of a downstream delayed write transaction on the target (secondary) bus.

Table 5-5. Assertion of P_PERR#

P_PERR# TransactionType | Direction Bus Where Error Primary/ Secondary Parity
Was Detected Error Response Bits

1 (de-asserted) Read Downstream Primary X/ X

1 Read Downstream Secondary X /X

0 (asserted) Read Upstream Primary 1/x

1 Read Upstream Secondary X /X

0 Posted Write Downstream Primary 1/x

1 Posted Write Downstream Secondary X / X

1 Posted Write Upstream Primary X/ X

1 Posted Write Upstream Secondary X/ X

0 Delayed Write Downstream Primary 1/x

0 Delayed Write Downstream Secondary 1/1

1 Delayed Write Upstream Primary X/ x

1 Delayed Write Upstream Secondary X/ X

X =don't care

“The parity error was detected on the target (secwlary) bus but not on the initiator (primary) bus.

Table 5-6shows assertion of S_ PERR# that is set under the following conditions:

= The bridge is either the target of a write t@tsn or the initiator of a read transaction on the
secondary bus.

= The parity error response bit must be set nihidge control register of secondary interface.

= Bridge detects a data parity error on the secondary bus or detects P_PERR# asserted during the
completion phase of an upstream delayed wréesaction on the target (primary) bus.

Table 5-6. Assertion of S PERR#

S_PERR# TransactionType | Direction Bus Where Error Primary/ Secondary Parity
Was Detected Error Response Bits

1 (de-asserted) Read Downstream Primary X/ x

0 (asserted) Read Downstream Secondary x/1

1 Read Upstream Primary X I X

1 Read Upstream Secondary X /X

1 Posted Write Downstream Primary X/ X

1 Posted Write Downstream Secondary X/ x

1 Posted Write Upstream Primary X/ X

0 Posted Write Upstream Secondary x/1

1 Delayed Write Downstream Primary X/ X

1 Delayed Write Downstream Secondary X/ X

0 Delayed Write Upstream Primary 1/1

0 Delayed Write Upstream Secondary x/1

X =don't care

2The parity error was detected on the target (secwlary) bus but not on the initiator (primary) bus.

Table 5-7shows assertion of P_SERR#. This signal is set under the following conditions:
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= The bridge has detected P_PERR# asserted on an upstream posted write transaction or S_ PERR#

asserted on a downstreamsted write transaction.
= The bridge did not detect the parity error as a target of the posted write transaction.

= The parity error response bit on the command register and the parity error response bit on the

bridge control register must both be set.
= The SERR# enable bit must be set in the command register.

Table 5-7. Assertion of P_SRR# for Data Parity Errors

P_SERR# TransactionType | Direction Bus Where Error Primary / Secondary Parity
Was Detected Error Response Bits

1 (de-asserted) Read Downstream Primary X / X

1 Read Downstream Secondary X /X

1 Read Upstream Primary X/ X

1 Read Upstream Secondary X /X

1 Posted Write Downstream Primary X/ X

0’ (asserted) Posted Write Downstream Secondary 1/1

0’ Posted Write Upstream Primary 1/1

1 Posted Write Upstream Secondary X/ X

1 Delayed Write Downstream Primary X/ X

1 Delayed Write Downstream Secondary X/ x

1 Delayed Write Upstream Primary X/ X

1 Delayed Write Upstream Secondary X/ X

X =don't care

2The parity error was detected on the target (secwlary) bus but not on the initiator (primary) bus.
3The parity error was detected on the target (pnmary) bus but not on the initiator (secondary) bus.

SYSTEM ERROR (SERR#) REPORTING

The bridge uses the P_SERR# signal to report conditionally a number of system error conditions in

addition to the special case parity error conditions described in SB@i@n

Whenever assertion of P_SERR# is discusséaisrdocument, it is assumed that the following

conditions apply:

= For the bridge to assert P_SERR# for any reason, the SERR# enable bit must be set in the
command register.

= Whenever the bridge asserts P_SERR#, the bridgé aiso set the signaled system error bit in the

status register.

In compliance with th@Cl-to-PCI Bridge Architecture Specification, the bridge asserts P_SERR#
when it detects the secondary SERR# input, S_ SEBR$®#rted and the SERR# forward enable bit is
set in the bridge control registém.addition, the bridge also setee received system error bit in the
secondary status register.

The bridge also conditionally asserts P_SERR# for any of the following reasons:

Target abort detected duripgsted write transaction
Master abort detected dng posted write transaction
Posted write data discarded aftét @efault) attempts to deliver{2arget retries received)
Parity error reported on target bus duringted write transaction (see previous section)

Delayed write data discarded aftéf (@lefault) attempts to deliver{Rarget retries received)
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» Delayed read data cannot bersferred from target aftet*2default) attempts @target retries
received)
= Master timeout on delayed transaction

The device-specific P_SERR# status register reports the reason for the assertion of P_SERR#. Most of
these events have additional device-specific disable bits in the P_SERR# event disable register that
make it possible to mask out P_SERR# assertion for specific events. The master timeout condition has a
SERR# enable bit for that event in the bridge control register and therefore does raotibaice-

specific disable bit.

6 PCI BUSARBITRATION

The bridge must arbitrate for usethe primary bus wheforwarding upstrearransactions. Also, it
must arbitrate for use of the sadary bus when forwarding downsam transactions. The arbiter for
the primary bus resides external to the bridge, typically on the motherboard. For the sele@hdbary,
the bridge implements an internal arbiter. Thistarltan be disabled, and an external arbiter can be
used instead. This chapter descripemsary and secondary bus arbitration.

6.1 PRIMARY PCI| BUS ARBITRATION

The bridge implements a request output pin, P_REQ#, and a grant input pin, P_GNT#, for primary PC
bus arbitration. The bridge asserts P_REQ# whemdialing transactions upstream; that is, it acts as
initiator on the primary PCI bus. As long as at least one pending transaction resides in the queues in the
upstream direction, either posted write data or delayed transaction requests, the bridge kKe@gs P_R
asserted. However, if a target retry, target diseotyror a target abort is received in response to a
transaction initiated by the bridge on the prim@@i bus, the bridge de-asserts P_REQ# for two PCI

clock cycles.

For all cycles through the bridge, P_REQ# is not asserted until the transaction request has been
completely queued. When P_GNiBfasserted LOW by the primary bus arbiter after the bridge has
asserted P_REQ#, the bridge initiates a transactidheoprimary bus during the next PCI clock cycle.
When P_GNT# is asserted to the bridge when R{RIE not asserted, the bridge parks P_AD, P_CBE,
and P_PAR by driving them to valid logic levels. When the primary bus is parked at the bridige and t
bridge has a transaction to initiate on the primary thesbridge starts the transaction if P_GNT# was
asserted during the previous cycle.

6.2 SECONDARY PCI BUS ARBITRATION

The bridge implements an internal secondary PCI bus arbiter. This arbiter supports four external
masters on the secondary bus in addition@dRtYC8140A. The secondary arbiter supports a
programmable 2-level rotating algorithm. If the bridge detects that an initiator has failed to assert
S FRAME# after 16 cycles of both grant asseréind a secondary idle bus condition, the arbiter de-
asserts the grant.

To prevent bus contention, if the secondary PCI bidlésthe arbiter never asserts one grant signal in
the same PCI cycle in which it de-asserts anothde-Hsserts one grant and asserts the next grant, no
earlier than one PCI clock cycle later. If the secondary PCI bus is busy, that is, S_ FRAME# or
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S _IRDY# is asserted, the arbiter can be de-assenegrant and asserted another grant during the
same PCI clock cycle.

6.2.1 PREEMPTION

Preemption can be programmed to be either on or off, with the default to on (offset 4Ch, bi).[31:28]
Time-to-preempt can be programmed to 0, 1, 2, 4, 8, 16, 32, or 64 (default is 0) clobksculfrént
master occupies the bus and other masters are waiting, the current master will be preempted by
removing its grant (GNT#) after the next master waits for the time-to-preempt.

6.2.2 BUS PARKING

Bus parking refers to driving the AD[31:0], CBE[3:@hd PAR lines to a known value while the bus is
idle. In general, the device implementing the bus arbiter is responsible for parkings theassigning
another device to park the bus. A device parks the bus when the bus is idle, its bssagserted, and
the device’s request is not asserted. The AD and CBE signals should be driven first, with the PAR
signal driven one cycle later.

The bridge parks the primary bus only when P_GNT# is asserted, P_REQ# is de-asserted, and the
primary PCI bus is idle. When P_GNT# is de-assk the bridge 3-states the P_AD, P_CBE, and
P_PAR signals on the next PCI clock cycle. If the bridge is parking the primary PCI bus and wants to
initiate a transaction on that bus, then the bridgestam the transaction on the next PCI clock cycle by
asserting P_FRAME# if P_GNT# is still asserted.

If the internal secondary bus arbiter is enableds#itendary bus is always parked at the last master

that used the PCI bus. That is, the bridge keeps the secondary bus grant asserted to a particular master
until a new secondary bus request comes along. Aftet,rihe bridge parks the secondary bus at itself

until transactions start occurring on the secondary®fiset 48h, bit [1], can be set to 1 to park the
secondary bus at PI7C8140A. By default, offset 48h, bit [1], is set to O.

7  CLOCKS

This chapter provides information about the clocks.

7.1 PRIMARY CLOCK INPUTS

The bridge implements a primary clock infpot the PCI interface. Thprimary interface is
synchronized to the primary cloagkput, P_CLK, and the secondangerface is synchronized to the
secondary clock. In synchronous mode, the secondary clock is derived internally from the primary
clock, P_CLK. The bridge operatasa maximum frequency of 66 MHz.
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7.2

7.3

SECONDARY CLOCK OUTPUTS

The bridge has 4 secondary clock outputs, S_CLKOUTJ[3:0] that can be used as clock inputs for up to
four external secondary bus devices. The KKQUT[3:0] outputs are derived from P_CLK. The
secondary clock edges are delayed from P_CLK edges by a minimum of Ons.

PCI CLOCKRUN

The bridge supports the PCI clock run protocol defined ifP@leMobile Design Guide 1.0.
P_CLKRUN¢# is set HIGH when the system's calntesource initiates to stop the primary clock
(P_CLK). The bridge will then signal that it allows the PCI clock to be stopped by keeping
P_CLKRUN# HIGH, or it will initiate P_CLK to m@aain running by driving P_CLKRUN# LOW for 2
clocks. After the 2 clocks have elapsed, thstesy’'s central resource will keep P_CLKRUN# LOW.
There are 3 conditions where the bridg# keep the primary clock running:

= Bit[26] offset 6Ch is setto 1
= There is a pending transactiounning through the bridge
= A secondary device requires the clock

The secondary clock run protocol is enabled by bit [25] offset 6Ch. The primary is respfungtiide
initiation of stopping or slowing down the secondary klo€he exception to this is if bit[28] offset

6Ch is set to 1. In this situation, the secondasglcivill be stopped when the bus is idle and there are
no other cycles from the primary bus.

COMPACT PCI HOT SWAP

Compact PCI (cPCI) Hot Swap (PICMG 2.1, R1.0) defines a process for installing and removing PCI
boards form a Compact PCI system without powering down the system. The PI7C8140A is Hot Swap
Friendly silicon that supports all the cPCl Hot Swap Capable features and adds support for Software
Connection Control. Being Hot Swap Frilly, the bridge supports the following:

Compliance with PCI Specification 2.2
Tolerates . from Early Power

Asynchronous Reset

Tolerates Precharge Voltage

I/O Buffers Meet Modified V/I Requirements
Limited 1/0 Pin Leakage at Precharge Voltage

The bridge provides two pins to support hot swap: ENUM# and LOO. The ENUM# output indicates to
the system that an insertion event occurred orahaxtraction is about to occur. The LOO output
lights an LED to signal insertion- and removal-ready status.

07-0067

Page 52 of 82
March 20, 2007 — Revision 1.01



PERICOM

The Complete Interface Solution

PI7C8140A
2-PORT PCI-TO-PCI BRIDGE

9

10

10.1

PCI POWER MANAGEMENT

The bridgancorporates functionality that meets the requirements d?@hd?ower Management
Foecification, Revision 1.1. These features include:

= PCI Power Management registers using the Bobé Capabilities Port (ECP) address mechanism
= Support for DO, DRy, and D3,4power management states
= Support for DO, D1, D2, D3, and D3,qpower management states for devices behind the bridge
=  Support of the B2 secondary bpswer state when in the R3ower management state

Table 9-1shows the states and related actions that the bridge performs during power management
transitions. (No other transactions are permitted.)

Table 9-1. Power Management Transitions

ed to

[

to

Current Status Next State Action

DO D3cold Power has been removed from bridge. A power-up reset must be perforn
bring bridge to DO.

DO D3hot If enabled to do so by the BPCCB, fliridge will disable the secondary cloch
and drive them LOW.

DO D2 Unimplemented power state. bridgd ignore the write to the power state
bits (power state remains at D0).

DO D1 Unimplemented power state. bridgd ignore the write to the power state
bits (power state remains at D0).

D3hot DO Bridge enables seconglalock outputs and performs an internal chip reset.
Signal S_RST# will not be asserted. Adbisters will be returned to the rese
values and buffers will be cleared.

D3hot D3cold Power has been removed fromddei A power-up reset must be performed
bring bridge to DO.

D3cold DO Power-up reset. Bridge perforthe standard power-up reset functions as

described in SectiohO.

PME# signals are routedofm downstream devices arouR@I-to-PCI bridges. PME# signals do not
pass through PCI-to-PCI bridges.

RESET

This chapter describes the primary interfaeepsdary interface, and chip reset mechanisms.

PRIMARY INTERFACE RESET

The bridge has a reset input, P_RST#. When F#RSasserted, thelfowing events occur:

= Bridge immediately tri-states all primaand secondary PCI interface signals.
= Bridge performs a chip reset.
= Registers that have default values are reset.

P_RST# asserting and de-asserting edges can be asynchronous to P_CLK and S_CLKOUT. e€The bridg

is not accessible during P_RSTAfter P_RST# is de-asserted, thiiddge remains inaccessible for 16
PCI clocks before the first configuration transaction can be accepted.
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10.2 SECONDARY INTERFACE RESET

The bridge is responsible for driving the secondary bus reset signals, S_RST#. Thasseaits
S _RST# when any of the following conditions are met:

Signal P_RST# is assertedSignal S_RST# remains asserted as long as P_RST# is asserted and does
not de-assert until P_RST# is de-asserted.

The secondary reset bit in the bridge control register is sefignal S_RST# remains asserted until a
configuration write operation clears the secondary reset bit.

S _RST# pin is assertedWhen S_RST# is asserted, the bridgeediately 3-states all the secondary
PCl interface signals associateilhithe secondary port. The S_RSin asserting and de-asserting
edges can be asynchronous to P_CLK.

When S_RST# is asserted, all secondary PCI aterfontrol signals, including the secondary grant
outputs, are immediately 3-stated. Signals S1_AD, S1_CBE#[3:0], S_PAR are driven low for the
duration of S_RST# assertion. All posted watel delayed transaction data buffers are reset.
Therefore, any transactions residingide the buffers at the time sécondary reset are discarded.

When S_RST# is asserted by meahthe secondary reset bitethridge remains accessible during

secondary interface reset and continues to resfmoadcesses to its configuration space from the
primary interface.

10.3 CHIP RESET

The chip reset bit in the diagnostic control registar be used to reset the bridge and the secondary
bus.

When the chip reset bit is set, all registers and staife are reset and all signals are tristated. S_RST#

is asserted and the secondary reset bit is automatically set. S_RST# remains asserted until a
configuration write operation clears the secondary reset bit and the serial clock mask has been shifted
in. Within 20 PCI clock cycles after completiontbé& configuration write operation, the bridge’s reset

bit automatically clears and the bridge is ready for configuration.

During reset, the bridge is inaccessible.

11 SUPPORTED COMMANDS

The PCI command set is given below floe primary and secondary interfaces.
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PRIMARY INTERFACE

P_CBE [3:0] Command Action
0000 Interrupt Ignore
Acknowledge

0001 Special Cycle Do not claim. Ignore.

0010 1/0 Read 1. If address is within pass through I/O range, claim and pass through.
2. Otherwise, do not pass throughiato not claim for internal access.

0011 1/0 Write Same as /O Read.

0100 Reserved | -

0101 Reserved | -

0110 Memory Read 1. If address is within pass through memory range, claim and pass
through.
2. If address is within pass thrdugnemory mapped 1/O range, claim and
pass through.
3. Otherwise, do not pass throughdalo not claim for internal access.

0111 Memory Write Same as Memory Read.

1000 Reserved | -

1001 Reserved | -

1010 ConfiguratiorRead Type 0 Configuration Read:
If the bridge’s IDSEL line is assed, perform function decode and claim
if target function is implemented. Kkrwise, ignore. If claimed, permit
access to target function’s configtioa registers. Do not pass through
under any circumstances.
Type 1 Configuration Read:
1. If the target bus is the bridgesecondary bus: claim and pass through
as a Type 0 Configuration Read.
2. If the target bus is a subordinate bus that exists behind the bridge |(but
not equal to the secondary budgim and pass through as a Type 1
Configuration Read.
3. Otherwise, ignore.

1011 ConfiguratioWrite Type 0 Configuration Write: same as Configuration Read.
Type 1 Configuration Write (not special cycle request):
1. If the target bus is the bridgesecondary bus: claim and pass through
as a Type 0 Configuration Write
2. If the target bus is a subordinate bus that exists behind the bridge |(but
not equal to the secondary budpim and pass through unchanged as p
Type 1 Configuration Write.
3. Otherwise, ignore.
Configuration Write as Special Cycle Request
(device = 1Fh, function = 7h)
1. If the target bus is the bridges secondary bus: claim and pass thrgugh
as a special cycle.
2. If the target bus is a subordinate bus that exists behind the bridge |(but
not equal to the secondary buggim and pass through unchanged as p
type 1 Configuration Write.
3. Otherwise ignore

1100 MemoryRead Same as Memory Read

Multiple
1101 Dual Address Cycle Supported
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P_CBE [3:0] Command Action
1110 Memory Read Line Same as Memory Read
1111 Memory Write and | Same as Memory Read

Invalidate

SECONDARY INTERFACE

h as

2}

uses

S _CBE[3:0] Command Action
0000 Interrupt Ignore
Acknowledge

0001 Special Cycle Do not claim. Ignore.

0010 1/0 Read Same as Primary Interface

0011 1/0 Write Same as I/0 Read.

0100 Reserved | -

0101 Reserved | -

0110 Memory Read Same as Primary Interface

0111 Memory Write Same as Memory Read.

1000 Reserved | -

1001 Reserved | -

1010 ConfiguratiorRead Ignore

1011 Configuratiorwrite I. Type 0 Configuration Write: Ignore
II. Type 1 Configuration Write (not special cycle request):Ignore
Ill. Configuration Write as Special Cycle Request (device = 1Fh,
function = 7h):
1. If the target bus is the bridge’s primary bus: claim and pass throug
a Special Cycle
2. If the target bus is neither the primary bus nor is it in range of busg
defined by the bridge’s secondanydasubordinate bus registers: claim
and pass through unchanged as a Type 1 Configuration Write.
3. If the target bus is not the bridge’s primary bus, but is in range of
defined by the bridge’s secondandasubordinate bus registers: ignore

1100 MemoryRead Same as Memory Read

Multiple

1101 Dual Address Cycle Supported

1110 Memory Read Line Same as Memory Read

1111 Memory Write and | Same as Memory Read

Invalidate

12 BRIDGE BEHAVIOR

A PCI cycle is initiated by asserting the FRAME&ignal. In a bridge, there are a number of
possibilities. Those possibilities are summarized in the table below:

12.1 BRIDGE ACTIONS FOR VARIOUS CYCLE TYPES

Initiator

Target

Response

Master on Primary

Target on Primary

Bridge doesrespond. It detects this situation by
decoding the address as well as monitoring the
P_DEVSEL# for other fast and medium devices on

the

Primary Port.

07-0067

Page 56 of 82

March 20, 2007 — Revision 1.01



@ PI7C8140A
PB?ICDM 2-PORT PCI-TO-PCI BRIDGE

The Complete Interface Solution

Initiator Target Response

Master on Primary Target on Secondary Bridgeerts P_DEVSEL#, terminates the cycle
normally if it is able to b@osted, otherwise return
with a retry. It then passes the cycle to the approprjate
port. When the cycle is complete on the target port] it
will wait for the initiator torepeat the same cycle and
end with normal termination.

Master on Primary Target not on Primary nor | Bridge does not respond and the cycle will terminatg
Secondary Port as master abort.

Master on Secondary Target on the same Bridge does not respond.
Secondary Port

Master on Secondary Target on Primary or the | Bridge asserts S_DEVSEL#, terminates the cycle
other Secondary Port normally if it is able to b@osted, otherwise returns

with a retry. It then passes the cycle to the approprjate
port. When cycle is complete on the target port, it will
wait for the initiator to repeat the same cycle and end
with normal termination.

Master on Secondary Target not on Primary nor| Bridge does not respond.
the other Secondary Port

12.2 ABNORMAL TERMINATION (INITIATED BY BRIDGE
MASTER)

12.2.1 MASTER ABORT

Master abort indicates that when the bridge actsraaster and receives ngpense (i.e., no target
asserts DEVSEL# or S_DEVSEL#) from a target, the bridge de-asserts FRAME# and then deasserts
IRDY#.

12.2.2 PARITY AND ERROR REPORTING

Parity must be checked for all addresses and daita. Parity is defined on the P_PAR, and S_PAR
signals. Parity should be even (i.e. an evember of‘'1’s) across AD, CBE, and PAR. Parity
information on PAR is valid the cycle after AD a@BE are valid. For reads, even parity must be
generated using the initiators CBE signals combined with the read data. Again, the PAR signal
corresponds to read data fréine previous data phase cycle.

12.2.3 REPORTING PARITY ERRORS

For all address phases, if a pastyor is detected, the error should be reported on the P_SERR# signal
by asserting P_SERR# for one cyalad then 3-stating two cycles after the bad address. P_SERR# can
only be asserted if bit 6 and 8 in the Command Registeboth set to 1. For ite data phases, a parity
error should be reported by agey the P_PERR_L signal two cycles after the data phase and should
remain asserted for one cycle when bit 6 in the Conannegister is set to a 1. The target reports any
type of data parity errors during write cycles, while master reports data parity errors during read
cycles.

Detection of an address paréyror will cause the PCI-to-PCI Bridge target to not claim the bus
(P_DEVSEL# remains inactive) and the cycle will then terminate with a Master Abort. When the bridge

Page 57 of 82
March 20, 2007 — Revision 1.01

07-0067



PB?ICDM@’ PI7C8140A

2-PORT PCI-TO-PCI BRIDGE
The Complete Interface Solution

is acting as master, a data parity error during acgelé results in the bridge master initiating a Master
Abort.

12.2.4 SECONDARY IDSEL MAPPING

When the bridge detects a Type 1 configurationsiation for a device connected to the secondary, it
translates the Type 1 transaction to Typea@igaction on the downstream interface. Type 1

configuration format uses a 5-ffield at P_AD[15:11] as a devieeimber. This is translated to
S_AD[31:16] by the bridge.
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13 CONFIGURATION REGISTERS

PCI configuration defines a 64-byte DWORD to define various attributes of PI7C8140A as shown
below.

13.1 REGISTER TYPES
REGISTER TYPE DEFINITION
RO ReadOnly
RW Read / Write
RWC Read / Write 1 to Clear
RWR Read / Write 1 to Reset (for about 20 clocks)
RWS Read / Write 1 to Set

13.2 CONFIGURATION REGISTER

31-24 | 23-16 15-8 | 7-0 DWORD ADDRES$
Device ID Vendor ID 00h
Primary Status Command 04h
Class Code Revision ID 08h
Reserved Headdrype anaTri?/nlé?tency Cache Line Size 0Ch
Reserved 10h — 14h
Secondary Latency| Subordinate Bus Secondary Bus Primary Bus
. 18h
Timer Number Number Number
Secondary Status 1/O Limitddress I/O Base Address 1Ch
Memory Limit Address Memory Base Address 20h
Prefetchable Memory Limit Address Prefetchable Memory Base Addresg 24h
Prefetchable Memory Base Address Upper 32-bit 28h
Prefetchable Memory Limit Address Upper 32-bit 2Ch
I/O Limit Address Upper 16-bit | @ Base Address Upper 16-bit 30h
Reserved | Capabilitpointer 34h
Reserved 38h
Bridge Control Interrupt Pin | Interrupt Line 3Ch
Subsystem ID Subsystem Vendor ID 40h
Arbiter Control Diagnostic / Chip Control 44h
Reserved Extended Chip Control 48h
Secondary Bus
Arbiter Preemption Reserved 4Ch
Control
Reserved 50h — 60h
Reserved P—SE.RR# Event 64h
Disable
Reserved P_SERR# Status| Secondary Clock Control 68h
CLKRUN Reserved 6Ch
Reserved 70h
Reserved | PofDption 74h
Reserved 78h —7Ch
Power Management Capabilities Next ltem Pointdzr Capability 1D| 80h
Reserved PowedvlanagemenData 84h
Secondary Master Timeout Counter Primary Master Timeout Counter 88h
Reserved 8Ch
Reserved | HSCSR | Next Item Pointe Capability ID 90h
Reserved Hot Swap Switch 94h
Reserved 98h — BFh
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31-24 | 23-16 15-8 7-0 DWORD ADDRES$
Miscellaneous
Reserved Control Reserved COh
Reserved C4h - FFh

13.2.1 VENDOR ID REGISTER — OFFSET 00h

Bit Function Type Description

15:0 Vendor ID RO Identifies Pericom as thader of this device. Hardwired as 12D8h.
13.2.2 DEVICE ID REGISTER — OFFSET 00h

Bit Function Type Description

31:16 | Device ID RO Identifies this dee as the PI7C8140A. Reset to 8140h.

13.2.3 COMMAND REGISTER — OFFSET 04h

Bit Function Type Description
0: ignore /O transactions on the primary interface
0 :é(r?aiil)eace RW 1: enable response to I/O teattions on the primary interface
Resetto 0
0: ignore memory transactions on the primary interface
1 '\Eﬂr?;?)?éy Space RW 1: enable response to memormrisactions on the primary interface
Reset to 0
0: do not initiate memory or 1/O transactions on the primary interface and digable
response to memory and I/O transactions on the secondary interface
2 Bus Master RW 1: enables bridge to operate as a master on the primary interfaces for memdry and
Enable . f
I/O transactions forwarded from the secondary interface
Resetto 0
3 Special Cycle RO No special cycles defined.
Enable Bit is defined as read only and returns 0 when read
Bridge does not generate memory watel invalidate transactions except for
Memory Write forwarding a transaction for another master.
4 And Invalidate | RO
Enable Bit is implemented as read only and returns 0 when read (unless forwarding|a
transaction for another master)
0: ignore VGA palette accesses on the primary
VGA Palette 1: enable positive decoding response to VGA palette writes on the primary
5 Snooo Enable RW interface with 1/0 address bits AD[9:0§jeal to 3C6h, 3C8h, and 3C9h (inclusiye
P of ISA alias; AD[15:10] are not decoded and may be any value)
Reset to 0
0: bridge may ignore any parity errdhat it detects and continue normal
operation
6 Parity Error RW
Response 1: bridge must take its normal amtiwhen a parity error is detected
Resetto 0

Page 60 of 82
March 20, 2007 — Revision 1.01

07-0067



PERICOM

The Complete Interface Solution

PI7C8140A
2-PORT PCI-TO-PCI BRIDGE

Bit Function Type | Description
, Wait Cycle . Read as 0 to indicate PI7C8140A does not perform address / data stepping.
Control Resetto 0
0: disable the P_SERR# driver
8 P_SERR# RW 1: enable the P_SERR# driver
enable =
Reset to 0
0: disable bridge’s ability to initiate faback-to-back transactions on the prima
9 Fast Back-to- RW 1: enable bridge’s ability to initiate falsack-to-back transactions on the primar
Back Enable
Reset to 0
15:10 | Reserved RO Returns 000000 when read

13.2.4 PRIMARY STATUS REGISTER — OFFSET 04h
Bit Function Type Description
19:16 | Reserved RO Reset to 0000
20 Capabilities RO Set to 1 to enable support for the capability list (offset 34h is the pointer to tH
List data structure)
Resetto 1
21 66MHz RO Set to 1 to indicate the pringamay be run at 66MHz operation
Capable
Resetto 1
22 Reserved RO Reset to 0
23 FasBack-to- RO Setto 1 to enable decoding of faatk-to-back transactions on the primary
Back Capable interface to different targets
Resetto 1
24 DataParity RWC | 0: No parity error detected on thénpeary (bridge is the primary bus master)
Error Detected
1: Parity error detected on the primdbridge is the primary bus master)
Resetto 0
26:25 | DEVSEL# RO DEVSEL# timing (medium decoding)
timing
01: medium DEVSEL# decoding
Reset to 01
27 Signaledrarget | RWC | Setto 1 (by a target device) evtever a target abort cycle occurs
Abort
Resetto 0
28 Received RWC | Setto 1 (by a master device) whengkansactions are terminated with target
Target Abort aborts
Reset to 0
29 Received RWC | Setto 1 (by a master) when tranigars are terminated with Master Abort
Master Abort
Reset to 0
30 Signaled RWC | Setto 1 when P_SERR# is asserted
System Error
Reset to 0
31 DetectedParity | RWC | Setto 1 when address or data paaitgr is detected on the primary interface
Error
Reset to 0

07-0067

Page 61 of 82

March 20, 2007 — Revision 1.01



@ PI7C8140A
PB?ICDM 2-PORT PCI-TO-PCI BRIDGE

The Complete Interface Solution

13.2.5 REVISION ID REGISTER — OFFSET 08h

Bit Function Type | Description
7:0 Revision RO Indicates revisionmber of device. Hardwired to 00h

13.2.6 CLASS CODE REGISTER — OFFSET 08h

Bit Function Type Description

15:8 Programming | RO Read as 00h to indicate no programniimigrfaces have been defined for PCI-t¢-
Interface PCI bridges

23:16 | Sub-Class Cod¢ RO Read as 04hdizate device is PCI-to-PCI bridge

31:24 | Base Class RO Read as 06h to indicate device is a bridge device
Code

13.2.7 CACHE LINE REGISTER — OFFSET 0Ch

Bit Function Type Description
7:0 Cachd.ine RW Designates the cache line size forghstem and is used when terminating
Size memory write and invalidate transacticared when prefetching memory read
transactions.

Only cache line sizes (in units of 4-bytehich are a power of two are valid (onl
one bit can be set in this register; only 00h, 01h, 02h, 04h, 08h, and 10h are|valid
values).

=

Reset to 0

13.2.8 PRIMARY LATENCY TIMER REGISTER — OFFSET 0Ch

Bit Function Type Description
15:8 Primary RW This register sets the value for thedia Latency Timer, which starts counting
Latency timer when the master asserts FRAME#.
Reset to 0

13.2.9 HEADER TYPE REGISTER — OFFSET 0Ch

Bit Function Type Description

23:16 | Header Type RO Read as 01h to indicate teaetjister layout confornts the standard PClI-to-
PCI bridge layout.

13.2.10 PRIMARY BUS NUMBERREGISTER — OFFSET 18h

Bit Function Type Description
7:0 PrimaryBus RW Indicates the number of the PCI busvtuich the primary interface is connected
Number The value is set in software during configuration.
Reset to 0
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13.2.11 SECONDARY BUS NUMBER REISTER — OFFSET 18h

Bit Function Type | Description
15:8 Secondary Bus| RW Indicates the number of the PCI liasvhich the secondary interface is
Number connected. The value is setsioftware during configuration.
Resetto 0

13.2.12 SUBORDINATE BUS NUMBERREGISTER — OFFSET 18h

Bit Function Type Description
23:16 | Subordinate RW Indicates the number of the PCI bus with highest number that is subordinate to
Bus Number the bridge. The value is setgoftware during configuration.
Reset to 0

13.2.13 SECONDARY LATENCY TIMER REGISTER — OFFSET 18h

Bit Function Type Description
31:24 | Secondary RW Latency timer for secondary. Indicatee number of PCI clocks from the
Latency Timer assertion of S_FRAME# to the expiratiofthe timer when the bridge is acting

as a master on the secondary.

0: Bridge ends the transaction after fingt data transfewhen the bridge’s
secondary bus grant has been deasseritdthe exception of memory write an
invalidate transactions.

Reset to 0

13.2.14 1/0O BASE ADDRESS REISTER — OFFSET 1Ch

Bit Function Type Description

3.0 32-bit Indicator [ RO Read as 01h to indicate 32-bit I/O addressing

74 /O Base RW Defines the bottom address of the I ess range for the bridge to determine
Address [15:12] when to forward I/O transactions from oinéerface to the other. The upper 4 bjts

correspond to address bits [15:12] and are writable. The lower 12 bits
corresponding to address bits [11:0] are assumed to be 0. The upper 16 bit$
corresponding to address bits [31:16] aringel in the 1/0 base address upper 16
bits address register

Reset to 0

13.2.15 I/O LIMIT ADDRESS REGISTER — OFFSET 1Ch

Bit Function Type Description
11:8 32-bit Indicator| RO Read as 01h to indicate 32-bit I/O addressing
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Bit Function Type | Description

15:12 | 1/O Limit RW Defines the top address of the 1/O addrenge for the bridge to determine whg
Address to forward /O transactions from ongénface to the other. The upper 4 bits
[15:12] correspond to address bits [15:12] and are writable. The lower 12 bits

2N

corresponding to address bits [11:0] are assumed to be FFFh. The upper 16 bits
corresponding to address bits [31:16] are defined in the 1/O limit address upper 16
bits address register
Reset to 0
13.2.16 SECONDARY STATUS REISTER — OFFSET 1Ch
Bit Function Type Description
20:16 | Reserved RO Reset to 0
21 66MHz RO Set to 1 to indicate bridge is cafgabf 66MHz operation on the secondary
Capable interface
Resetto 1
22 Reserved RO Reset to 0
Setto 1 to indicate bridge is capabledetoding fast bacletback transactions
23 Fast Back-to- RO on the secondary interface to different targets
Back Capable
Resetto 1
Data Parity Set to 1 when S_PERR# is assedad bit 6 of command register is set
24 Error Detected RWC
Reset to 0
DEVSEL# timing (medium decoding)
26:25 I.DE.VSEL—L RO 01: medium DEVSEL# decoding
timing
Reset to 01
Set to 1 (by a target device) whenevéarget abort cycle occurs on its secondgry
27 Signaled Target RWC interface
Abort
Resetto 0
Set to 1 (by a master device) whenevansactions on its secondary interface are
28 Received RWC terminated with target abort
Target Abort
Reset to 0
Set to 1 (by a master) when transactionsts secondary interface are terminated
Received with Master Abort
29 Master Abort RWC
Reset to 0
. Set to 1 when S_SERR# is asserted
Received
30 System Error RWC
Y Resetto 0
Detected Parity Set to 1 when address or data paritpeis detected on the secondary interfacq
31 Error RWC
Reset to 0

13.2.17 MEMORY BASE ADDRESSREGISTER — OFFSET 20h

Bit

Function

Type

Description

3:0

Reserved

RO

Reset to 0
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Bit Function Type | Description
15:4 Memory Base | RW Defines the bottom address of an addm@ange for the bridge to determine wheh
Address [15:4] to forward memory transactions framne interface to the other. The upper 12

bits correspond to address bits [31:20H are writable. The lower 20 bits
corresponding to address bits [19:0] are assumed to be 0.

Reset to 0

13.2.18 MEMORY LIMIT ADDRESS REGISTER — OFFSET 20h

Bit Function Type Description
19:16 | Reserved RO Reset to 0
31:20 | Memory Limit | RW Defines the top address of an addresgedor the bridge to determine when to
Address [31:20] forward memory transactions from ongeirface to the other. The upper 12 bits
correspond to address bits [31:20] and are writable. The lower 20 bits
corresponding to address bits [19:0] are assumed to be FFFFFh.

13.2.19 PREFETCHABLE MEMORY BASE ADDRESS REGISTER — OFFSET 24h

Bit Function Type Description
3:0 64-bit RO Indicates 64-bit addressing
addressing

0001: 64-bit addressing

Resetto 1
15:4 Prefetchable RW Defines the bottom address of an addm@ange for the bridge to determine wheh
Memory Base to forward memory read and write tranaes from one interface to the other.
Address [31:20] The upper 12 bits correspond to address bits [31:20] and are writable. The lower

20 bits are assumed to be 0. The memory base register upper 32 bits contaips the
upper half of the base address.

13.2.20 PREFETCHABLE MEMORY LIMIT ADDRESS REGISTER — OFFSET 24h

Bit Function Type Description
19:16 | 64-bit RO Indicates 64-bit addressing
addressing

0001: 64-bit addressing

Resetto 1
31:20 | Prefetchable RW Defines the top address of an addresgedor the bridge to determine when to
Memory Limit forward memory read and write transactions from one interface to the other.| The
Address [31:20] upper 12 bits correspond to address bits [31:20] and are writable. The lowef 20

bits are assumed to be FFFFFh. The memory limit upper 32 bits register contains
the upper half of the limit address.

13.2.21 PREFETCHABLE MEMORY BASE ADDRESS UPPER 32-BITS REGISTER

— OFFSET 28h
Bit Function Type Description
31:.0 Prefetchable RW Defines the upper 32-bits of a 64-bit bottom address of an address range fof the
Memory Base bridge to determine when to forward memory read and write transactions from
Address, Upper one interface to the other.
32-bits [63:32]
Reset to 0
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13.2.22 PREFETCHABLE MEMORY LIMIT AD DRESS UPPER 32-BITS REGISTER

— OFFSET 2Ch
Bit Function Type Description
31:.0 Prefetchable RW Defines the upper 32-bits of a 64-lniptaddress of an address range for the

Memory Limit
Address, Upper
32-bits [63:32]

bridge to determine when to forward memory read and write transactions fro|
one interface to the other.

Reset to 0

13.2.23 1/O BASE ADDRESS UPPER 18ITS REGISTER — OFFSET 30h

Bit

Function

Type

Description

15:0

1/0 Base
Address, Upper
16-bits [31:16]

RW

Defines the upper 16-bits of a 32-bit bottom address of an address range fo
bridge to determine when to forwar@lfransactions from one interface to the
other.

Reset to 0

13.2.24 1/O LIMIT ADDRESS UPPER 16BITS REGISTER — OFFSET 30h

Bit

Function

Type

Description

31:16

1/O Limit
Address, Upper
16-bits [31:16]

RW

Defines the upper 16-bits of a 32-lniptaddress of an address range for the
bridge to determine when to forwar@lfransactions from one interface to the
other.

Resetto 0

13.2.25 CAPABILITY POINTER REGISTER — OFFSET 34h

Bit Function Type Description
7:0 Capability RO Pointer points to the PCI pewmanagement registers (80h).
Pointer

Reset to 80h

13.2.26 INTERRUPT LINE REGISTER — OFFSET 3Ch

Bit

Function

Type

Description

70

Interrupt Line

RW

Bridge doewt implement an interrupt signalp POST programs FFh to this

register.

13.2.27 INTERRUPT PIN REGISTER — OFFSET 3Ch

Bit

Function

Type

Description

15:8

Interrupt Pin

RO

Bridge does noiplement interrupt signal pins.

Reset to 0

the
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13.2.28 BRIDGE CONTROL REGISTER — OFFSET 3Ch

Bit Function Type Description
16 ParityError RW 0: ignore address and dataifyaerrors on the secondary interface
Response

1: enable parity error reporting@ detection on the secondary interface

Reset to 0
17 S_SERR# RW 0: disable the forwarding of S_SERR# to primary interface
enable

1: enable the forwarding & SERR# to primary interface

Reset to 0

18 ISA enable RW Modifies the bridge’s respens ISA I/O addresses, applying only to those
addresses falling within the 1/0 base dindt address registers and within the
first 64KB of PCI I/O space.

0: forward all I/O addresses in the rardgdined by the 1/0 base and 1/O limit
registers

1: blocks forwarding of ISA I/O addressin the range defined by the 1/O base
and I/O limit registers that are in the first 64KB of /O space that address the|last
768 bytes in each 1KB block. Secondafy tfansactions are forwarded upstream

if the address falls within the last 768 bytes in each 1KB block

Reset to 0
19 VGA enable RW 0: does not forward VGA compatitlemory and I/O addresses from primary {
secondary

o

1: forward VGA compatible memory and 1/0 addresses from primary to
secondary regardless of other settings

Resetto 0

20 Reserved R/O Reserved. Reti0 when read. Reset to 0
21 MasterAbort RW 0: does not report master abortsures FFFF_FFFFh on reads and discards data
Mode on writes)

1: reports master aborts by signaling tajwdrt if possible or by the assertion df
P_SERR# if enabled

Resetto 0
22 Secondary RW 0: does not force the assertion of S_RESET# pin
Interface Reset

1: forces the assertion of S_ RESET#

Reset to 0
23 FasBack-to- RW Controls bridge’s ability to generatesfdback-to-back tramstions to different
Back Enable devices on the secondary interface.

0: does not generate fast backsck transactions on the secondary
1: enables fast back-to-back transaction generation on the secondary

Reset to 0
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Bit Function Type | Description
24 PrimaryMaster | R/W Determines the maximum number of PCI clock cycles the bridge waits for a
Timeout initiator on the primary interface topeat a delayed transaction request.

0: Primary discard timer count$2Cl clock cycles.

1: Primary discard timer count$’2PCl clock cycles.

Reset to 0
25 Secondary RW Determines the maximum number of PCI clock cycles the bridge waits for a
Master Timeout initiator on the secondary interface t@eat a delayed transaction request.

0: Secondary diszd timer counts™ PCI clock cycles.

1: Secondary dised timer counts®® PCI clock cycles.

Reset to 0
26 MasterTimeout | RWC | This bitis set to 1 when either the primary master timeout counter or secondary
Status master timeout counter expires.
Reset to 0
27 DiscardTimer RW This bit is set to 1 and P_SERR# is a&skwhen either the primary discard timger
P_SERR# or the secondary discard timer expire.
enable
0: P_SERR# is not asserted on the primaterface as a result of the expiration
of either the Primary Discard Timer or the Secondary Discard Timer.
1: P_SERR# is asserted on the primatgriiace as a result of the expiration of
either the Primary Discard Timer or the Secondary Discard Timer.
Reset to 0
31-28 | Reserved RO Reserved. Re$u0 when read. Reset to 0.

13.2.29 SUBSYSTEM VENDOR ID REGISTER — OFFSET 40h

Bit Function Type Description
15:0 Subsystem RW Subsystem Vendor ID for add-in card manufacturers.
Vendor ID
Reset to 0

13.2.30 SUBSYSTEM ID REGISTER — OFFSET 40h

Bit Function Type Description
31:16 | Subsystem ID RW Subsystem ID for add-in card manufacturers.

Reset to 0

13.2.31 DIAGNOSTIC/CHIP CONTROL REGISTER — OFFSET 44h

Bit Function Type Description
0 Reserved RO Reserved. Reti0 when read. Resetto 0
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Bit Function Type | Description

1 MemoryWrite RW Controls when the bridge (as a &t)glisconnects memory write transactions.
Disconnect
Control 0: memory write disconnects 4KB aligned address boundary

1: memory write disconnects at cache line aligned address boundary

Reset to 0

3:2 Reserved RO Reservé&tetuns 0 when read. Reset to 0.

4 SecondarBus | RW Controls the bridge’ability to prefetch durig upstream memory read
Prefetch transactions

Disable

0: Bridge prefetches and does not forward byte enable bits during upstream
memory read transactions.

1: Bridge requests only 1 DWORD from thegat and forwards read byte enab
bits during upstream memory reads.

[

Resetto 0
7:5 Reserved RO Reserved. Reti0 when read. Resetto 0
8 Chip Reset RWR| Controls the chip and secondary bus reset.

0: Bridge is ready for operation

1: Causes bridge to perform a chip reBetta buffers, configuration registers, and
both primary and secondary are reset to their initial states. Bridge clears thi$ bit
once chip reset is complete. Bridge can then be reconfigured.
9 Test Mode 1 RW Controls theibitly to test bridge’s behavior

0: minimum of 8 free space in data FIFO to accept memory burst writes
1: minimum of 1 free space in data FIFO to accept memory burst writes

Reset to 0
11:10 | Test Mode 2 RW Controls thbility to test bridge’s behavior

00: enable out of order transians between all 4 DTR requests

01: accept 3 DTR requests at a time and they may be out of order

10: only the 2 DTR requests at the top of the 2 FIFO’s may be out of order
11: no out of order transactiosapported between DTR requests

Reset to 00
12 Test Mode 3 RW Controls theilitly to test bridge’s behavior

0: 4 memory write transactions can be accepted at a time
1: 2 memory write transactions can be accepted at a time

Reset to 0
15:13 Reserved RO Reserved. Returns 000 when read. Reset to 000.
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13.2.32 ARBITER CONTROL REGISTER — OFFSET 44h

Bit Function Type | Description
19:16 | Arbiter Control | RW Each bit controls whetheeaandary bus master is assigned to the high priority
group or the low priority group.

Bits [19:16] correspond to request inputs S_REQ#[3:0]

0: low priority

1: high priority

Reset to 0
24:20 | Reserved RO Reserved. Resu0 when read. Reset to 0.
25 Priorityof RW Controls whether the secondary interfatéhe bridge is in the high priority
Secondary group or the low priority group.
Interface
0: low priority
1: high priority
Resetto 1
31:26 | Reserved RO Reserved. Resl0 when read. Reset to 0.

13.2.33 EXTENDED CHIP CONTRCL REGISTER — OFFSET 48h

Bit Function Type | Description
0: Disable flow through during a memory read transaction
Memory Read
0 Flow Through RW 1: Enable flow through during a memory read transaction
Enable
Reset to 0
Controls bus arbiter’s park function
0: Park to last master
1 Park RW
1: Park to the bridge — secondary port
Reset to 0
Controls the downstream (P to S) memaegd line and memory read multiple
prefetching dynamic control
Downstream 0: Enable the downstream memoegd line and memory read multiple
Dynamic prefetching dynamic control
2 . RW
Prefetching
Control 1: Disable the downstream memoead line and memory read multiple
prefetching dynamic control
Reset to 0
Controls the upstream (S to P) memoegd line and memory read multiple
prefetching dynamic control
Upstream 0: Enable the upstream memory reae lémd memory read multiple prefetching
3 Dynamic RW dynamic control
Prefetching
Control 1: Disable the upstream memory reae land memory read multiple prefetching
dynamic control
Resetto 0
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Bit Function Type | Description
Ability to control bridge’s behaviowhen the data buffer is empty

0: start returning memory read data rightay and inserts wait states if the datg

Memory Read buffer is empty
4 Data Buffer RW
Control 1: start returning memory read datéeafl cache line of data and disconnects the

master if the data buffer is empty

Reset to 0
15:5 Reserved RO Reserved. Returns 0 when read. Resetto 0

13.2.34 SECONDARY BUS ARBITER PREEMPTION CONTROL REGISTER —

OFFSET 4Ch
Bit Function Type Description
Controls the number of clock cycles after frame is asserted before preemptian is
enabled.

1xxx: Preemption off
0000: Preemption enabled after O clock cycles after FRAME asserted

0001: Preemption enabled after dak cycle after FRAME asserted
Secondary bus

. arbiter 0010: Preemption enabled after 2 clock cycles after FRAME asserted
31:28 ) RW
preemption
control 0011: Preemption enabled after 4 clock cycles after FRAME asserted

0100: Preemption enabled after 8 clock cycles after FRAME asserted
0101: Preemption enabled after 16 &logcles after FRAME asserted
0110: Preemption enabled after 32 &lagcles after FRAME asserted

0111: Preemption enabled after 64 &logcles after FRAME asserted

13.2.35 P_SERR# EVENT DISABLE REGISTER — OFFSET 64h

Bit Function Type Description

0 Reserved RO Reserved. Resi0 when read. Reset to O

Controls bridge’s ability to assert P_SERRI#en it is unable teransfer any read
data from the target aftef*2attempts.

0: P_SERR# is assertedtlifis event occurs andetSERR# enable bit in the

Posted Write RW command register is set.

Parity Error
1: P_SERR# is not assertiédhis event occurs.
Resetto 0

Controls bridge’s ability to assert P_SERW®RH#en it is unabléo transfer delayed
write data after Z attempts.

Posted Write 0: P_SERR# is assertedlifis event occurs anddatfSERR# enable bit in the

2 Non-Delivery RW command register is set

1: P_SERR# is not assertiédhis event occurs

Reset to 0
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Bit Function Type | Description
Controls bridge’s ability to assert P_SERW®Hen it receives target abort when
attempting to deliver posted write data.
Target Abort 0: P_SERR# is assertedtlifis event occurs andetSERR# enable bit in the
3 During Posted | RW command register is set
Write
1: P_SERR# is not assertiédhis event occurs
Resetto 0
Controls bridge’s ability to assert P_SERRIHen it receives a master abort whg
attempting to deliver posted write data.
Master Abort 0: P_SERR# is assertedtlifis event occurs andetSERR# enable bit in the
4 On Posted RW command register is set
Write
1: P_SERR# is not assertiédhis event occurs
Resetto 0
Controls bridge’s ability to assert P_SERW®l#en it is unabléo transfer delayed
write data after Z attempts.
. 0: P_SERR# is assertedtlifis event occurs anddtSERR# enable bit in the
Delayed Write ; >
5 . RW command register is set
Non-Delivery
1: P_SERR# is not assertiédhis event occurs
Reset to 0
Controls bridge’s ability to assert P_SERRI#en it is unable toransfer any read
data from the target aftef*2attempts.
Delayed Read 0: P_SERR# is assertedtlifis event occurs anddiSERR# enable bit in the
6 No Data From | RW command register is set
Target
1: P_SERR# is not assertiédhis event occurs
Reset to 0
7 Reserved RO Reserved. Reti0 when read. Resetto 0

13.2.36 SECONDARY CLOCK CONTROL REGISTER — OFFSET 68h

Bit

Function

Type

Description

1.0

S_CLKOUT[0]
disable

RW

S_CLKOUTIO0] (slot 0) Enable

00: enable S_CLKOUT[0]
01: enable S_CLKOUT[0]
10: enable S_CLKOUT[0]
11: disable S_CLKOUTI[0] and driven LOW

Reset to 00

3:2

Clock 1 disable

RW

S_CLKOUT[1] (slot 1) Enable

00: enable S_CLKOUT[1]
01: enable S_CLKOUTI1]
10: enable S_CLKOUT[1]
11: disable S_CLKOUTI[1] and driven LOW

Reset to 00
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Bit

Function

Type

Description

5:4

Clock 2 disable

RW

S_CLKOUT[2] (slot 2) Enable

: enable S_CLKOUTI[2]
: enable S_CLKOUTI[2]
: enable S_CLKOUTI[2]
: disable S_CLKOUT[2] and driven LOW

Reset to 00

7:6

Clock 3 disable

RW

S_CLKOUT]I3] (slot 3) Enable

: enable S_CLKOUTI3]
: enable S_CLKOUTI3]
: enable S_CLKOUTI3]
: disable S_CLKOUT[3] and driven LOW

Reset to 00

Reserved

RO

Reserved. Reset to 0

13:9

Reserved

RO

Resed. Resetto 1Fh

15:14

Reserved

RO

Raged. Reset to 00

13.2.37 P_SERR# STATUS REBISTER — OFFSET 68h

>

1

Bit Function Type Description
1: Signal P_SERR# was asserted becauseldress parity error was detected g
16 Address Parity RWC P or S bus.
Error
Reset to 0
Posted Write 3e tSelgtr;I cl?thShEeR;E:i ;\:stsuesisserted becaysested write data parity error was
17 Data Parity RwWC 9 '
Error Resetto 0
1: Signal P_SERR# was asserted bectheséridge was unable to deliver post
Posted Write memory write data to the target aftéf &ttempts.
18 . RWC
Non-delivery
Reset to 0
1: Signal P_SERR# was asserted becatesbrillge received a target abort whej
Target Abort delivering post memory write data
19 during Posted | RWC ap y ’
Write Reset to 0.
1: Signal P_SERR# was asserted becatesbriige received a master abort wh
Master Abort attempting to deliver post memory write data
20 during Posted | RWC pting P y
Write Reset to 0.
1: Signal P_SERR# was asserted beedls bridge was unable to deliver
21 Delayed Write | .\~ | delayed write data aftefattempts.
Non-delivery
Reset to 0
Delayed Read - f1ro ﬁqlg{ﬂzltZr_SeltE:flt?izysztsteans]sctasrted becauwseridge was unable to read any dat
22 No Data from RWC 9 pis:
Target Reset to 0.
1: Signal P_SERR# was asserted because a master did not repeat a read o
Delayed transaction before master timeout.
23 Transaction RWC '
Master Timeout
Reset to 0.

write
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13.2.38 CLKRUN REGISTER - OFFSET 6Ch

13.2.39 PORT OPTION REGISTER — OFFSET 74h

Bit Function Type | Description
0 Reserved RO Reserved. Reset to 0
Controls bridge’s detection mechanifon matching memory read retry cycles
from the initiator on the primary interface
Primary 0: exact matching memory read retry cycles from initiator on the primary
1 Memory Read RW interface
Command
Alias Enable 1: alias MEMRL or MEMRM to MEMR for memory read retry cycles from the
initiator on the primary interface
Resetto 1
Controls bridge’s detection mechamigor matching non-posted memory write
retry cycles from the initiator on the primary interface
Primary 0: exact matching for non-posted memuoeggd retry cycles from initiator on the
2 Memory Write RW primary interface
Command
Alias Enable 1: alias MEMW!I to MEMW for non-postememory read retry cycles from
initiator on the primary interface
Reset to 0

Bit Function Type | Description
0: Secondary clock not stopped
Secondary
24 Clock Stop RO 1: Secondary clock stopped.
Status
Reset to 0
0: Disable secondary CLKRUN
Secondary
25 CLKRUN RW 1: Enable secondary CLKRUN
Enable
Reset to 0
0: Allow primary clock to stojif secondary clock is stopped
26 gtr:)rgary Clock RW 1: Always keep primary clock running
Resetto 0
0: Disable primary CLKRUN
Primary
27 CLKRUN RW 1: Enable primary CLKRUN
Enable
Reset to 0
0: Stop the secondary clock ordg request from the primary bus
28 CLKRUN RW 1: Stop the secondary clock whenever the secondary bus is idle and there afe no
mode requests from the primary bus
Resetto 0
31:29 | Reserved RO Reserved. Reset to 0.
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Bit Function Type | Description
Controls bridge’s detection mechanifon matching memory read retry cycles
from the initiator on the secondary
Secondary 0: exact matching for memory read yetiycles from initiator on the secondary
3 Memory Read RW interface
Command
Alias Enable 1: alias MEMRL or MEMRM to MEMR for memory read retry cycles from
initiator on the secondary interface
Resetto 1
Controls bridge’s detection mechamigor matching non-posted memory write
retry cycles from the initiator on the primary interface
Secondary 0: exact matching for non-posted memunyte retry cycles from initiator on the
Memory Write secondary interface
4 RW
Command
Alias Enable 1: alias MEMWI to MEMW for non-postememory write retry cycles from
initiator on the secondary interface
Reset to 0
Control’'s bridge’s detection mechanigan matching memory read line/multiple
cycles from the initiator on the primary interface
Primary 0: exact matching for memory read lineltiple retry cycles from the initiator on|
Memory Read the primary interface
5 . . RW
Line/Multiple
Alias Enable 1: alias MEMRL to MEMRM or MEMRM to MEMRL for memory read retry
cycles from the initiator on the primary interface
Resetto 1
Control's bridge’s detection mechanigan matching memory read line/multiple
cycles from the initiatoon the secondary interface
Secondary 0: exact matching for memory read lineltiple retry cycles from the initiator on|
Memory Read the secondary interface
6 h ; RW
Line/Multiple
Alias Enable 1: alias MEMRL to MEMRM or MEMRM to MEMRL for memory read retry
cycles from the initiatoon the secondary interface
Resetto 1
Controls bridge’s detection mechamigor matching non-posted memory write
and invalidate cycles from the initiator on the primary interface
Primary . . . . .
Memory Write 0: When accepting MEMWI commhand at _qlmzm_ ary |ntefrface, bridge converts
7 and Invalidate RW MEMWI to MEMW command on the destination interface
gﬁe?s%??e?ble 1: When accepting MEMWI command agtprimary interface, bridge does not
convert MEMWI to MEMW commad on the destination interface
Resetto 0
Controls bridge’s detection mechamior matching non-posted memory write
and invalidate cycles from the initiator on the secondary interface
Secondary . 0: When accepting MEMWI command at tsecondary interface, bridge converts
Memory Write P
. MEMWI to MEMW command on the destination interface
8 and Invalidate | RW
Command

Alias Disable

1: When accepting MEMWI command at tecondary interface, bridge does n
convert MEMWI to MEMW commad on the destination interface

ot

Reset to 0
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Bit Function Type | Description
Controls bridge’s ability to enédlong requests for lock cycles
o Enable Long W 0: normal lock operation
Request 1: enable long request for lock cycle
Reset to 0
Control's bridge’s ability to enable ¢hsecondary bus to hold requests longer.
Enable 0: internal secondary master willease REQ# after FRAME# assertion
10 Secondary To RW
Hold Request 1: internal secondary master will hdREQ# until there is no transactions pendi
Longer in FIFO or until terminated by target
Resetto 1
Control’'s bridge’s ability to hold requests longer at the Primary Port.
) 0: internal Primary master will release REQ# after FRAME# assertion
Enable Primary
1 -';z Huoelgt Lonaer RW 1: internal Primary master will hold RE¢# until there is no transactions pending
q 9 in FIFO or until terminated by target
Resetto 1
15:12 | Reserved RO Reserved. Re$l0 when read. Reset to 0.

13.2.40 CAPABILITY ID REGISTER — OFFSET 80h

Bit Function Type Description
. Enhanced Read as 01h to indicate that these power management enhanced capability
7:0 o RO -
Capabilities 1D registers.

13.2.41 NEXT ITEM POINTER REGISTER — OFFSET 80h

Bit Function Type | Description
15:8 Ne_xt Item RO Read as 90h. No other ECP registers.
Pointer

13.2.42 POWER MANAGEMENT CAPABILITIES REGISTER — OFFSET 80h

Bit Function Type Description
Power Read as 010 to indicate the device is compliant to Revision PCId?ower
18:16 | Management RO Management I nterface Specifications.
Revision
19 PME# Clock RO Read as 0 to indiedtidge does not support the PME# pin.
20 Auxiliary RO Read as 0 to indicate bridge does not support the PME# pin or an auxiliary g
Power source.
21 Device Specific RO Read as 0 to indicate bridge does not have device specific initialization
Initialization requirements.
24:22 | Reserved RO Read as 0
25 gl Pom{er State RO Read as 1 to indicate bridge supports the D1 power management state.
uppor
26 22 Pov:er State RO Read as 1 to indicate bridge supports the D2 power management state.
uppor
31:27 | PME# Support RO Read as 0 to indidaidge does not support the PME# pin.

ower
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13.2.43 POWER MANAGEMENT DATA REGISTER — OFFSET 84h

Bit Function Type | Description
Indicates the current power state of the bridge. If an unimplemented power state
is written to this register, the bridgeropletes the write transaction, ignores the
write data, and does not change the valuge field. Writing a value of DO
when the previous state was D3 cauship reset without asserting S_RESET#
1:0 PowelState RW 00: DO state
01: D1 state
10: D2 state
11: D3 state
Reset to 0
7:2 Reserved RO Read as 0
8 PME# Enable RO Read as 0 as the bridge does not support the PME# pin.
12:9 Data Select RO Read as 0 asdhta register is not implemented.
14:13 | Data Scale RO Read as 0 agidta register is not implemented.
15 PME status RO Read as 0 as the PME# pin is not implemented.

13.2.44 PRIMARY MASTER TIMEOUT CO UNTER REGISTER — OFFSET 88h

Bit Function Type Description
Primary timeout occurs after"2PCl clocks.

Primary

15:0 Timeout

RW

Reset to 8000h.

13.2.45 SECONDARY MASTERTIMEOUT COUNTER REGI STER — OFFSET 88h

Bit Function Type Description
Secondary timeout occurs aftéf PCI clocks.

Secondary

31:16 Timeout

RW

Reset to 8000h.

13.2.46 CAPABILITY ID REGISTER — OFFSET 90h

Bit Function Type Description
. Enhanced Read as 06h to indicate that these power management enhanced capability
7:0 A RO i
Capabilities 1D registers.

13.2.47 NEXT ITEM POINTER REGISTER — OFFSET 90h

Bit Function Type Description
15:8 qut Item RO Read as 00h. No other ECP registers.
Pointer
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13.2.48 HOT SWAP CAPABILITY STRUCTURE REGISTER — OFFSET 90h

Bit Function Type | Description
0: Device is not hidden and PCI transacs are allowed during extraction state
16 gst\i/\'/(;e Hide RW 1: Device is hidden and PCI transacti@ns not allowed during extraction state
Reset to 0
0: Enable ENUM# signal
17 ENUM# Signal | o\ | 1. Mask ENUM# signal
Mask
Reset to 0
18 Reserved RO Reserved. Reset to 0
0: LED on
19 LED On/Off RW 1: LED off
Resetto 1
21:20 | Reserved RO Reserved. Reset to 00
Assertion of ENUM# based on a device being extracted
Extraction 0: ENUM# asserted
22 Status RWC
1: ENUM# not asserted
Reset to 0
Assertion of ENUM# baseon a device being inserted
0: ENUM# not asserted
23 InsertiorStatus | RWC
1: ENUM# asserted
Reset to 0

13.2.49 HOT SWAP SWITCH REGISTER — OFFSET 94h

Bit Function Type Description

Soft Hot Swap 0: Pending extraction of board
0 Extraction RW

Switch 1: Board is in the inserted state
7:1 Reserved RO Reserved. Reset to 0.

13.2.50 MISCELLANEOUS CONTROL REGISTER — OFFSET COh

Bit Function Type Description
0: The following 1/O addresses will not baimed by the bridge and will not be
forwarded on to the secondary bus

1: The following I/O addresses will berwarded on to the secondary bus

Legacy ISA I/O0

Enable RW Game port: 0200h — 0207h

FM: 0388h — 038bh
Audio: 0220h — 0233h
MIDI: 0330h — 0331h

Reset to 0
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Bit Function Type | Description
15:9 Reserved RO Reserved. Reset to 0

14 ELECTRICAL AND TIMING SPECIFICATIONS

14.1 MAXIMUM RATINGS

(Above which the useful life may be impaired. For user guidelines not tested).

Storage Temperature -65°C to 150C

Ambient Temperature with Power Applied 0°C to 85C

Supply Voltage to Ground Potentials (Avand \bp only] -0.3Vto 3.6V

Voltage at Input Pins -0.5V to 5.5V
Note:

Stresses greater than those listed under MAXIMUM RATINGS may cause permanent damage to the
device. This is a stress rating only and functional operation of the device at these or any conditions
above those indicated in the operational sectiotsi®Epecification is not implied. Exposure to

absolute maximum rating conditions for extended periods of time may affect reliability.

14.2 DC SPECIFICATIONS

Symbol Parameter Condition Min. Max. Units Notes
Vpp, Supply Voltage 3 3.6 \%
AV cc
Vin Input HIGH Voltage 0.5W% Vpp + 0.5 \ 3,4
Vi Input LOW Voltage -0.5 0.3¥ V 3,4
Vin CMOS Input HIGH Voltage 0.736 Vpp + 0.5 \ 1,4
Vi CMOS Input LOW Voltage -0.5 0.3¥ \ 1,4
Vipu Input Pull-up Voltage 0.7 3 \ 3
li Input Leakage Current 0 <& Vpp +10 pA 3
Von Output HIGH Voltage lout = -50QUA 0.9Vpp \ 3
Vo Output LOW Voltage lout = 150QA 0.1Vpp \% 3
Von CMOS Output HIGH Voltage | I, = -500A Vpp — 0.5 V 2
Vol CMOS Output LOW Voltage | Iy, = 150QA 0.5 \ 2
Cin Input Pin Capacitance 10 pF 3
Ceik CLK Pin Capacitance 5 12 pF 3
CipseL IDSEL Pin Capacitance 8 pF 3
L pin Pin Inductance 20 nH 3
Notes:

1. CMOS Input pins: SCAN_EN, SCAN_TM#

2. PCl pins: P_AD[31:0], P_CBE[3:0], P_PAR, P_FRAME#, P_IRDY#, P_TRDY#, P_[EE¥S
P_STOP#, P_LOCK#, P_IDSEL, P_PERR#SERR#, P_REQ#, P_GNT#, P_RST, S_AD[31:0],
S_CBE[3:0], S_PAR, S_FRAME#, S_IRDY#, FRDY#, S_DEVSEL#, S_STOP#, S_LOCK#,
S_PERR#, S_SERR#, S_REQ#[3:0]GIT#[3:0], S_RST#, LOO, ENUM#.

3. Vpp is in reference to thepy of the input device.
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14.3 AC SPECIFICATIONS

Gk AN N

—’: Tval | — r—TinvaI
Output ——+{( [ Vaid | ] —
—| l—Ton — Toff —>
] ]
|
|
Input ' - {(Valid
|_| R
su—> —)-I‘_“—Th

Note: Vigst - 1.5V for 5V signals : 0.4 V¢ for 3.3V signals

Figure 14-1  PCI Signal Timing Measurement Conditions

66 MHz 33 MHz
Symbol Parameter Min. Max. Min. Max. Units
Tsu Input setup time to CLK — bused sigrizts 3 - 7 -
Tsu(ptp) Input setup time to CLK — point-to-potit 5 10,12
Th Input signal hold time from CLK2 0 - 0 -
Tval CLK to signal valid delay — bused signafs 2 6 2 11 ns
Tval(ptp) | CLK to signal valid delay — point-to-poitt® 2 6 2 12
Ton Float to active delay’ 2 - 2 -
Toff Active to float delay? - 14 - 28

1. Sedrigure 14-1PCI Signal Timing Measurement Conditions.

2. All primary interface signals are synchronized to P_CLK. All secondary interface signals are
synchronized to S_CLKOUT.

3. Point-to-point signals are P_REQ#, S_REQ#[3:0], P_GNT#, S_GNT#[3:0], LAGENIIM#.
Bused signals are P_AD, P_CBE#, P_PAR, P_PERR#, P_SERR#, P_FRAME#, P_IRDY#, P_TRDY#,
P_LOCK#, P_DEVSEL#, P_STOP#, P_IDSEL, S_AD, S_CBE#, S_PAR, S_PERR#, S_SERR¥,
S_FRAME#, S_IRDY#, S_TRDY#, $OCK#, S_DEVSEL#, and S_STOP#.

4. REQ# signals have a setup of 10ns and GNT# signals have a setup of 12ns.
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14.4 66MHZ TIMING

Symbol Parameter Condition Min. Max. Units
Tskew SKEW among S_CLKOUT[9:0] 0 0.250

ToeLay DELAY between PCLK and S_CLKOUT[9:0] 20pF load 291 4.22

Tevele P_CLK, S_CLKOUTI[9:0] cycle time 15 30 ns
Thig P_CLK, S_CLKOUT[9:0] HIGH time 6

Tiow P_CLK, S_CLKOUT[9:0] LOW time 6

14.5 33MHZ TIMING

Symbol Parameter Condition Min. Max. Units
Tskew SKEW among S_CLKOUT[9:0] 0 0.250

ToeLay DELAY between PCLK and S_CLKOUT[9:0] 20pF load 291 4.22

Tevele P_CLK, S_CLKOUTI[9:0] cycle time 30 ns
Thig P_CLK, S_CLKOUT[9:0] HIGH time 11

Tiow P_CLK, S_CLKOUT[9:0] LOW time 11

14.6 POWER CONSUMPTION

Parameter Typical Units

Power Consumption at 66 MHz 759 mw

Supply Current,dc 230 mA
Note:

Values derived with ¥ = 3.3V @ 25°C
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15 PACKAGE INFORMATION

15.1 128-PIN QFP PACKAGE OUTLINE

Figure 15-1 128-pin QFP package outline

Thermal characteristics cdne found on the welhttp://www.pericom.com/packaging/mechanicals.php

15.2

PART NUMBER ORDERING INFORMATION

PART NUMBER SPEED PIN — PACKAGE TEMPERATURE
PI7C8140AMA 66 MHz 128 — QFP 0°Cto 85°C
PI7C8140AMAE 66 MHz 128 — QFP (Pb-free) 0°Cto 85°C
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